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Abstract: In this paper, fingerprint classification based on Bag-of-Visual-Word (BoVW) model is proposed. In BoVW, an image is represented as a vector of occurrence count of features or words. In order to extract the features, we use Speeded-Up Robust Feature (SURF) as the features descriptor, and Contrast Limited Adaptive Histogram Equalization (CLAHE) to enhance the quality of fingerprint images. Most of the fingerprint research areas focus on Henry’s classification instead of individual person as the target of classification. We present the evaluation of clustering algorithms such as k-means, fuzzy c-means, k-medoid and hierarchical agglomerative clustering in BoVW model for FVC2004 fingerprint dataset. Our experiment shows that k-means outperforms than other clustering algorithms. The experimental result on fingerprint classification obtains the performance of 90% by applying k-means as features descriptor clustering. The results show that CLAHE improves the performance of fingerprint classification. The using of public dataset in this paper makes opportunities to conduct the future research.
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1. Introduction

Nowadays, the development of biometrics application is growing because of security problem and forensic reason. The purpose of biometrics identification system is to recognize the identity of a person by their face, voice or fingerprint. For security purpose, biometrics system can unlock the door. It may also be used to recognize a criminal from Closed Circuit Television (CCTV). For forensic reason, it is used to identify an accident victim. Biometrics is preferred compared to traditional identification system, such as password or Personal Identification Number (PIN). Fingerprint is a biometrics identification system widely used for human identification [22]. The pattern of fingerprint of each person is unique, which is impossible that an individual has identical fingerprints [15]. Therefore, fingerprint is very popular for personal identification system.

Generally, fingerprint recognition research area studies on fingerprint verification and identification [5]. The objective of fingerprint identification is more complex than fingerprint verification, which is fingerprint identification need to identify a query fingerprint in the collection of fingerprint database of different person [5]. Otherwise, fingerprint verification is used to decide that two fingerprint images are the same or not [6, 16]. A large number of fingerprint database raise the problem of computational time in fingerprint recognition. Many researchers use classification and indexing technique to overcome it [12]. They use classification to identify the pattern of fingerprint. It is used before fingerprint verification or identification. This classification reduces the space complexity of fingerprint recognition. Commonly, the classification is based on Henry’s classification which comprises of eight classes: plain arch, tented arch, left loop, right loop, plain whorl, central-pocket whorl, double loop whorl and accidental whorl [1].

Few previous studies research on fingerprint classification in which the individual is the target of classification. Do et al. [4] uses many number of classes in their research. However, the experiment uses private dataset. It causes difficulty to evaluate for research community. Balti et al. [2] proposed back propagation neural network for fingerprint verification based on minutiae approach. However, the method fails on the small number of minutiae [20].

Bag-of-Visual-Word (BoVW) is a new trend technique as feature extraction in pattern recognition [3, 9, 23, 25]. In BoVW model, each image has a set of visual words which is built by clustering the local feature descriptor of the images. Commonly, Scale Invariant Feature Transform (SIFT) or Speed-Up Robust Feature (SURF) is used to extract these features. Related to BoVW model, He et al. [7] presented fast fingerprint retrieval technique based on bag of visual word. They used k-means to cluster the descriptor. Each descriptor is indexed by Locality-Sensitive Hashing (LSH). Their work evaluated some of descriptor methods such as SIFT, SURF-128, SURF-64 and DAISY for fast fingerprint retrieval.

Prior research in BoVW-based fingerprint classification, there is no evaluation of the clustering
algorithm to construct visual words. This leads to our first research question: which clustering algorithms produce the high quality cluster? Second, related to the quality of fingerprint images, how effective of the image quality enhancement for BoVW-based fingerprint classification? Since, in some devices lead the low quality of fingerprint images. To overcome this problem, we propose Contrast Limited Adaptive Histogram Equalization (CLAHE). It works well on minutiae-based fingerprint identification [18, 19]. Image quality plays an important role in improving the fingerprint recognition [14].

The design of fingerprint classification framework will be the main contribution of this paper. Our experiment uses public dataset FVC2004 in which the individual person is the target of our classification. This paper contains five sections, the first being introduction. Section 2 presents related work. Section 3 presents our proposed technique. Experiment and result are presented in section 4. Finally, the conclusions of this paper are presented in section 5.

2. Related Work

As discussed above, our related papers work on BoVW based fingerprint classification. Currently, there is limited work focused in that research. Do et al. [4] raised the issue of the large number of visual words. They proposed random forest of oblique decision trees to deal with the high dimension of the fingerprint images.

Another work is He et al. [7] that proposed fingerprint indexing and retrieval based on BoVW. They evaluated several feature descriptors to produce the visual words. The experiments show that SURF-128 perform better than others.

3. The Proposed Technique

In this proposed fingerprint classification, keypoint descriptors are extracted from fingerprint images. These descriptors are used as features in fingerprint classification. Figure 1 illustrates the flowchart of proposed fingerprint classification. There are five steps:

1. Image quality enhancement.
2. SURF descriptor extraction.
3. Clustering image descriptor.
4. The construction of BoVW.
5. Classification.

3.1. Image Quality Enhancement

CLAHE [17] is an extension of the Adaptive Histogram Equalization (AHE) where the image is divided into small regions called tiles. These tiles are then individually enhanced using histogram equalization. CLAHE overcomes the problem of homogeneous of the area. High pick of the histogram means that the area is homogeneous. CLAHE uses clip limit at the predefined value to prevent over saturation of the image. High number of clip limit indicates that the image would be more contrast. In this paper the image is divided into 64 regions (8×8 blocks).

3.2. SURF Descriptor Extraction

Our proposed framework uses SURF [13] as local descriptor to define the features for classification. Although, SIFT is more robust to noise and illumination change. SURF is more power to distinguish the characteristic of an object and faster than SIFT [8]. In the case of features number, we define SURF-128 and SURF-64. A total of 128 or 64 features length is extracted for each descriptor. An image maybe have large number of descriptors. These descriptors can be used to describe the characteristic of the area around keypoints [7].

![Flowchart of Proposed Fingerprint Classification](image)

Figure 1. Implementation flowchart of proposed fingerprint Classification.

3.3. Image Descriptor

We use k-means [10], k-medoid, hierarchical agglomerative clustering and fuzzy c-means to cluster the descriptors. These algorithms have the same characteristic which need to initialize the number of cluster. The number of descriptor in each image is
vary. In our work, these descriptors are clustered into several number of cluster \( k = 10, 25, 50, 100 \) and run the algorithm 3 times. The centroid of a cluster will be a codeword or visual word vocabulary. The number of cluster is the vocabulary size. Most of researchers apply \( k \)-means to cluster the descriptors [4, 7, 21, 23, 24]. It will be a research opportunity to evaluate these algorithms in BoVW model.

### 3.4. BoVW Construction

In this step, we have bag of visual word vocabulary stored in database. The fingerprint images is represented by the histogram of codeword. The length of vector of each image is equal to the codeword size. Figure 2 shows the scheme of BoVW construction. We use all images to construct the vocabulary. Then, we split the images into training and testing images.

![Figure 2. Bag-of-Visual-Words Model Scheme.](image)

### 3.5. Classification

Our proposed technique applies Back Propagation Neural Network (BPNN) to classify the finger images. BPNN is widely used and perform better than other classification methods. This algorithm consists of three types of layers. There are input, hidden and output layer. The number of node in each layer is vary. The input layer may have one or more node depend on the input data. The structure of BPNN may have one or more hidden layer and the number of node in each layer usually is more than input and output layer. The third layer is output layer, with two or more node for the classification problem.

BPNN is a supervised machine learning algorithm that used to predict or classify sets of data. Network parameters need to adjust to produce high accuracy, such as connection weight, activation function, learning rate, momentum, and training cycle.

### 4. Experiment and Result

#### 4.1. Experimental Setup

In this section, four fingerprint databases from FVC2004 set B [11] are used to evaluate our proposed fingerprint classification. Each containing 80 images from 10 individuals.

<table>
<thead>
<tr>
<th>Database</th>
<th>Sensor Type</th>
<th>Image Size</th>
<th>Number of Images</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB1_B</td>
<td>Optical Sensor</td>
<td>640x480 (307 Kpixels)</td>
<td>80</td>
<td>500 dpi</td>
</tr>
<tr>
<td>DB2_B</td>
<td>Optical Sensor</td>
<td>328x364 (119 Kpixels)</td>
<td>80</td>
<td>500 dpi</td>
</tr>
<tr>
<td>DB3_B</td>
<td>Thermal sweeping Sensor</td>
<td>300x480 (144 Kpixels)</td>
<td>80</td>
<td>512 dpi</td>
</tr>
<tr>
<td>DB4_B</td>
<td>Swept Opt-Finger v3.0</td>
<td>288x384 (108 Kpixels)</td>
<td>80</td>
<td>about 500 dpi</td>
</tr>
</tbody>
</table>

Detailed characteristics of the databases are summarized in Table 1. We use Matlab 2014a to perform the experiment.

#### 4.2. Evaluation

This study evaluates two schemes performance. There are the performance of descriptor clustering and fingerprint classification. For descriptor clustering, we use Residual Sum of Square (RSS) as the internal criterion evaluation method. For the classification problem, the performance is measured by using accuracy defined as the number of correctly classified fingerprint divided by the test number. RSS is calculated as follows:

\[
RSS = \sum_{k=1}^{K} RSS_k
\]

\[
RSS_k = \sum_{i=1}^{m} \sum_{j=1}^{n} (x_{ij} - c_{kj})^2
\]

Where \( K \) is the number of cluster, \( x \) is the keypoint, \( c \) is the centroid of a cluster, \( m \) is the number of keypoint in a cluster and \( n \) is the vector length of a keypoint. The lower RSS value means the better cluster quality.

Our experiment perform 10-fold cross validation for the classification. Fold cross validation is a technique to separates the dataset randomly into training and testing dataset. This technique will divides the dataset into 10 portions. In this case, each portion contains 8 fingerprint images. Nine portion were used in training process and the last portion were used in testing process. The 10-fold cross validation runs the 10 portion in 10 times.

#### 4.3. Performance Evaluation of Descriptor Clustering

We compare four famous partition clustering algorithm: \( k \)-means, \( k \)-medoid, hierarchical agglomerative and fuzzy \( c \)-means for descriptor
clustering. We can see in Figure 3 and 4. Based on the figures, the smallest RSS is achieved by k-means, followed by HAC-ward, k-medoid, and HAC-average. RSS decreases significantly when many number of vocabulary were implemented.

The worst algorithms are HAC-single, HAC-centroid and FCM. These three algorithms did not reduce RSS significantly although many number of vocabularies were implemented. This comparison has been evaluated in different databases and different the length vector of SURF.

4.4. Performance Evaluation of Fingerprint Classification

In this subsection, we evaluate the performance of fingerprint classification. We adopt k-means to cluster the descriptors, since it produces smaller RSS compared to others. Our fingerprint classification also
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implemented CLAHE to enhance the quality of images. We can see in Figure 5, DB3 is more darkness than the other fingerprint databases in FVC2004. This effectiveness is shown in Figure 6. CLAHE is effective to improve the number of descriptors. Figure 7 and 8 show the different histogram between original fingerprint image and enhanced fingerprint image.

Figure 5. Example of fingerprint and their keypoints descriptor from FVC2004 databases.

Figure 6. Example of fingerprint image and their keypoints descriptor from DB3_B FVC2004 databases.

Figure 7. Histogram of original fingerprint image.

Figure 8. Histogram of enhanced fingerprint image by using CLAHE.

Before we evaluate the using of CLAHE, we test several values of clip limit in different distribution methods. Figure 9 seems that the performance of classification is still low in different clip limit. Figure 10 seems better. This is because the performance achieves optimal accuracy of more than 90% by using exponential distribution and clip limit 0.001.

Because of this reason, we implement exponential distribution and clip limit 0.001 to evaluate the using of CLAHE in BOVW based fingerprint classification. Figure 11 and Figure 12 show that CLAHE enables to improve the performance of fingerprint classification. In each database, the performance of CLAHE performs well compares to fingerprint classification without CLAHE. In our work, the performance of SURF-64 outperforms SURF-128 in term of accuracy.

SURF-64 and SURF-128 have the same number of descriptors, the different is in the length of the descriptor. In Table 2 and 3, we compare the number of descriptors between SURF without CLAHE and SURF with CLAHE. In these tables show that CLAHE increases the number of descriptor in FVC2004 databases.
This paper presents a fingerprint classification model based on BoVW. The proposed model consists of fingerprint image enhancement, descriptor extraction, descriptor clustering, BoVW construction and classification. There are two evaluations of this study, which are the performance of clustering algorithm for grouping the descriptors and the performance of classification. Our comparison show that k-means outperform than the other clustering algorithm in term of the homogeneity of the cluster. For the classification performance, CLAHE is able to achieve a better accuracy of classification in four fingerprint databases FVC2004.

5. Conclusions

This paper presents a fingerprint classification model based on BoVW. The proposed model consists of fingerprint image enhancement, descriptor extraction, descriptor clustering, BoVW construction and classification. There are two evaluations of this study, which are the performance of clustering algorithm for grouping the descriptors and the performance of classification. Our comparison show that k-means outperform than the other clustering algorithm in term of the homogeneity of the cluster. For the classification performance, CLAHE is able to achieve a better accuracy of classification in four fingerprint databases FVC2004.

Table 2. The number of descriptor in each database.

<table>
<thead>
<tr>
<th></th>
<th>DB1_B</th>
<th>DB2_B</th>
<th>DB3_B</th>
<th>DB4_B</th>
</tr>
</thead>
<tbody>
<tr>
<td>without CLAHE</td>
<td>46203</td>
<td>54903</td>
<td>3305</td>
<td>23937</td>
</tr>
<tr>
<td>with CLAHE</td>
<td>63679</td>
<td>104546</td>
<td>51920</td>
<td>59611</td>
</tr>
</tbody>
</table>

Table 3. Average number of descriptor in each database.

<table>
<thead>
<tr>
<th></th>
<th>DB1_B</th>
<th>DB2_B</th>
<th>DB3_B</th>
<th>DB4_B</th>
</tr>
</thead>
<tbody>
<tr>
<td>without CLAHE</td>
<td>577.54</td>
<td>686.29</td>
<td>41.31</td>
<td>299.21</td>
</tr>
<tr>
<td>with CLAHE</td>
<td>795.99</td>
<td>1306.83</td>
<td>649.60</td>
<td>745.14</td>
</tr>
</tbody>
</table>

Figure 13 shows the execution time of SURF in different databases. The speed is measured on Intel i7 8GHz. We observe that SURF needs more time to extract the descriptors in the DB2. It happens since there are many descriptors extracted from DB2. On the contrary, DB3 has the fastest execution time, since DB3 has the smaller number of descriptors than the other databases. This is quite reasonable, since the low quality of DB3 fingerprint images.

Figure 13. Execution times of descriptor extraction in different databases.
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