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1. Introduction 

The aim of this paper is to show that integration of 

components in different ways will produce effective 

optimization of algorithm. Stand alone algorithm are 

used as components of hybrid Particle Swarm 

Optimization (PSO) algorithm [7]. Our comparison 

focuses on updating particles velocity and different 

population size. This algorithm has been applied in non 

linear function optimization. Similar to the Genetic 

Algorithm (GA), the PSO algorithm is an optimization 

tool based on population and the system is initialized 

with a population of random solutions and is searched 

for optima by updating the generations.  

The performance of the PSO algorithm can be 

improved through the inertia weight [3, 8, 10]. The 

PSO search is performed by tracing Pb best position in 

its history. PSO have tested with different 

communication of circles, stars and randomly assigned 

edges [12]. In “speciation based PSO” dynamical 

change of size of particle used to increase the 

convergence speed [14]. The adaptive tuning of 

parameters of PSO can improve the convergence speed 

[19]. The PSO algorithm use a time varying population 

topology to increase the convergence speed [6]. The 

Fully Informed PSOs (FIP), highly connected 

topology, has quick convergent behavior using a fixed 

number of function evaluations [17]. The TRIBES 

PSO [5] is also an adaptive PSO algorithm which can 

adaptively tune the number of particles. In HRCGA 

algorithm different population size was suggested to 

get convergence speed [18]. To achieve the best 

performance, it is necessary to tune the selection of the  

mutation. The Back propagation algorithm will easily   

get trapped in local minima then itidentify the local 

optima value [2]. To improve the performance of the 

Back propagation algorithm, the people concentrated 

on two things: 

1. Selection of energy function [20]. 

2. Selection of dynamic learning rate [9, 16, 22].  

GA needs encoding operator and decoding operator 

i.e., selection, mutation and crossover. Particles use 

mutation to jump out of local optima. Of course 

mutation can also help particle to explore the search 

space. To reduce the data dimensions, fused features 

are passed to hybrid PSO-GA that eliminates irrelevant 

features [18]. When the FNN becomes complex then 

the Genetic algorithm convergent speed will become 

slow. PSO applied in real world problems with 

promising output [13]. When the FNN becomes 

complex then the Genetic algorithm convergent speed 

will become slow. PSO applied in real world problems 

with promising output [15].   

FNN training by the hybrid evolutionary algorithm 

is testified by using Iris data classification and the 

result shows that the proposed hybrid algorithm 

possesses good result to find the global optimum 

compared to the LM algorithm. This paper is organized 

as follows: section 2 describes PSO algorithm and 

Levenberg-Marquardt algorithm. Section 3 describes 

that in XOR problem, the convergence speed is better 

in Hybrid evolutionary algorithm compared to 

Levenberg Marquardt algorithm. Section 4 describes 

parameters setting for the hybrid PSO-FNN algorithm 

to solve Iris problem. Section 5 describes about the 
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result. Section 6 concludes hybrid evolutionary 

algorithm based on PSO in FNN training includes a 

number of components that gives advantage to increase 

converge speed with accuracy. 

2. Particle Swarm Optimization Algorithm 

Particle swarm optimization is a heuristic global 

optimization method put forward in the year 1995. It is 

based on the research of bird movement behavior. 

When searching for food, the birds go together before 

they locate the place where they can find the food. 

Birds are communicating the information, while 

searching the food; the birds will eventually flock to 

the place where food can be found. The food resource 

is equal to the most optimist solution during the whole 

course. This algorithm can be used to work out the 

complex optimist problems. Due to its easy 

implementation, the algorithm can be used widely in 

the fields such as function optimization, the model 

classification, neutral network training, the signal 

procession, automatic adaptation.  

In the basic particle swarm optimization algorithm, 

particle swarm consists of “n” particles, and the 

position of each particle stands for the potential 

solution in d-dimensional space. The particles change 

its condition according to the following three 

principles:  

1. To keep its inertia. 

2. To change the condition according to its most 

optimist position. 

3. To change the condition according to the swarm‟s 

most optimist position. 

The position of each particle in the swarm is affected 

both by the most optimist position during its movement 

and the position of the most optimist particle in its 

surrounding. When the whole particle swarm is 

surrounding the particle, the most optimist position of 

the surrounding is equal to the one of the whole most 

optimist particle; this algorithm is called the PSO. 

Each particle is defined by its current speed and 

position. To optimize a d-dimensional continuous 

objective function f:R->R, a population of 

particles={p1,….pn} is initialized. At anytime„t‟, a 

particle pi has an associated position vector
t

ipb . This 

position vector contains the best position the particle 

has ever visited. PSO algorithm updates the particles 

velocities and positions. 

Let us assume that φ1 and φ2 are two parameters 

called acceleration coefficients. These are generated at 

every iteration. We describe the variants that are 

selected to be part of our study in the following 

paragraphs. 
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idx
stands for the speed of the particle 

„i‟ at its „k‟ times. d is dimension of its position. 
k

idpbest
 Represents the d-dimension of the individual 

„i‟ at its most optimist position at its „k‟ times. gbest
k
d 

is the d-dimension of the swarm at its most optimist 

position. 

In order to avoid particle being far away from the 

searching space, the speed of the particle created at its 

each direction is confined between -vdmax and vdmax. 

If the number of vdmax is too big, the solution is far 

from the best. If the number of vdmax is too small, the 

solution will be the local. c1 and c2 represent the 

speeding figure, regulating the length when flying to 

the most optimist individual particle. If the figure is too 

small, the particle is probably far away from the target 

field. If the figure is too big, the particle may be flying 

to the target field suddenly. The proper figures for c1 

and c2 can control the speed of the particle‟s flying and 

the solution will be the global optima. Usually, c1 is 

equal to c2 and they are equal to 2; r1 and r2 represent 

random fiction. Each particle pursuits the optimist 

particle in its surrounding to regulate its speed and 

position. Next we see about the variants which are used 

in this research. They are constricted particle swarm 

optimizer, time varying acceleration coefficients and 

also discussed about topology modification. 

2.1. Constricted Particle Swarm Optimizer 

Constriction factor of particles velocity avoids the 

unlimited growth of the particles‟ velocity [4].  
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Where x value is set to 0.729. This will be referred to 

as constricted PSO. 

2.2. Time Varying Acceleration Coefficients 

PSO can be optimized with time varying acceleration 

coefficients. A local search behavior is amplified by 

linearly adapting the value of the acceleration 

coefficients φ1 and φ2 

2.3. Topology Modification 

Adaptive algorithm can be used to manage the 

Exploration and exploitation behavior of the PSO. At 

each iteration, a child particle updates its velocity by 

considering the best performance of its parent. A low 

branching degree has a more exploratory behavior than 

with a high branching degree.  

Algorithm1: PSO Algorithm 

For each particle 

 Initialize particle 

End 

Do 

 For each particle 

(1) 

(2) 

(3) 
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        Calculate fitness value 

If fitness value is better than its best  

Set current (pBest) as the new pBest 

      End 

Choose best fitness value of all particles as gBest 

    For each particle 

Calculate particle velocity according to equation 

Update particle position according to equation  

End 

 

While maximum iterations or minimum error criteria is 

not attained Particles' velocities on each dimension are 

clamped to a maximum velocity Vmax 

2.4. Levenberg-Marquardt Algorithm 

The Levenberg-Marquardt (LM) is one of the fastest 

and accurate learning algorithms for small to medium 

sized networks. The advantage of the LM algorithm 

decreases as the number of network parameters 

increases. The LM algorithm can find a solution of a 

system of non-linear equations, y=φx, by finding the 

parameters, φ, that link variables, y, to variables, x, by 

minimizing an error of a function of said system by 

using error gradient information for every parameter 

considered in the system. The LM algorithm in (4), 

finding the appropriate change, Δφ, leading to smaller 

errors. The LM-algorithm depends on error, E, the 

Hessian matrix H, the gradient of the error,  J, a 

scalar µ which controls the trust region, and I is the 

identity matrix. 
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Algorithm 2: Levenberg-Marquardt algorithm 

1. While i <  Max Iteration 

2. Output of first layer is calculated as below 

3. Output after hidden layer is )( HiddenHidden NetfX    

4.  Network output is 

 

5. Error in output layer is 

 

6. Weight vector is 

7. Jacobian matrix is 

8. Error gradient is 

EJJ   

9. Hessian matrix is 

JJH T   
10. Updating Hessian matrix 

)(HdiagonalHH    

11. Weight change is 

JH  1  
12. New weight vector 

  oldnew  

13. New hidden-output layer weights 

)( 222 WWW newoldnew   

14. New input-hidden layer weights 

)( 111 WWW newoldnew   

15. Updating   

16. Calculating update conditions 

old
TT JL    

17. New lambda          

18.  Check if training conditions are still true. If 

true, repeat or go to step 10. Otherwise exit 

training 

Starting weights are adjusted by a learning 

algorithm to reach the desired state with the lowest 

errors Equation.   

3. Hybrid Evolutionary Algorithm 

The PSO is used to find global optimistic result. The 

hybrid algorithm is created using the PSO with Back 

propagation. Here the PSO is employed to increase the 

search speed. 

Algorithm 3: hybrid algorithm 

1. Initialize the positions and velocities of particles. Pb is 

positions of the current particles. Pg is the best 

position of the initialized particles. 

2. At the Maximum generation, go to step 5 else go to 3. 

3. The positions and velocities of all particles are 

updated, then group of new particles are generated. 

4. If the i
th
 particle’s new position is better than Pib, then 

Pib is set as the new position of the i
th
 particle. If the 

best position of all new particles is better than Pg, 

then Pg is updated. 

5. If Pg is unchanged, then output Pg else go to step 2. 

6. Use Steepest Descent method to search around Pg, if 

search result is better than Pg , output the current 

search result 

3.1. Neural Network Training 

We use an FNN with the structure of 2-2-1 to address 

XOR problem. We use the sigmoid functions for the 

hidden layer. For our analysis, we considered the 

below sigmoidal activation function to generate the 

output 

 
                                              

 

Where n is the number of the input node. wij is the 
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layer to the j
th
 node of hidden layer. The output of the 

k
th
 output layer is  





n

i

kjkjk sfwy
1

)(.   

Where 
w

kj is the connection weight from the j
th
 hidden 

node to the k
th
 output node. k  is the threshold of the 

k
th
 output unit. The learning error E can be calculated 

by the following formulation: 

)(
2

1
okkk OTE   

Where Tk -Ook is the error of the actual output and 

desired output of the i
th
 output unit. When the PSO 

algorithm is used in evolving weights of feed forward 

neural network, we need to decode each particle into 

weight matrix.  

4. PSO-FNN Algorithm Parameter Setting 

We use an FNN with the structure of 4-6-3 to address 

Iris problem. Suppose that the hidden layer has 6 

neurons. Here we only evolve the network weights. So 

the particle will be a group of weights. There are 

4*6+6*3=42 weights. So, the particle consists of 42 

real numbers. We apply PSO-FNN algorithm in Iris 

classification. The comparison is carried out in our 

benchmark suite and analyzed. The Iris data has 135 

samples evenly distributed in three classes, called iris-

setosa, iris-versicolor and iris-virginica. Each sample 

has four features: sepal length x1 and width x2, petal 

length x3 and width x4. The samples evenly distributed 

in the three classes are used to train the FNN. 45 

samples are used to test the generalization ability. We 

considered two population sizes 12 and 30 with fully 

connected population. In our experimental setup we 

used the parameter settings listed in Table 1. 

Table 1. Hybrid parameter settings. 

Hybrid Algorithm Parameter Settings 

Constricted 

Acceleration Coefficients 

1=2=2.06, 

Coefficients Constriction factor 

x=0.729, Maximum velocity 
Vmax=±Xmax 

Stochastic IW 

Acceleration Coefficients =1.494, 

inertia weight in the range [0.6,1], 

velocity Vmax=±Xmax 

Decreasing IW 

Acceleration Coefficients 1=2=2, 
decreasing inertia weight from 0.9 to 

0.4, velocity Vmax=±Xmax 

5.  Analysis of Results 

It is said that Leverberg-Marquardt is one of the fastest 

and accurate learning algorithms for small to medium 

sized networks. But Hybrid algorithm is faster than 

Levenberg-Marquardt algorithm as per our study. 

From the below Table 2 observation, you can see the 

time taken to converge in Hybrid algorithm is less 

when compared to the Levenberg-Marquardt 

algorithm. This shows that Hybrid algorithm is faster 

than Levenberg-Marquardt algorithm. In general, the 

standard LM algorithm does not perform as well on 

pattern recognition problems as it does on function 

approximation problems. The advantage of the LM 

algorithm decreases as the number of network 

parameters increases. 

Table 2. Performance comparsion. 

Hybrid Algorithm LMBP 

epoch MAE Time epoch MAE Time 

14 0.9501 0.01375 1 0.9408 .02394 

28 0.1680 0.01890 2 0.4981 .058795 

42 0.1330 0.02403 4 0.4828 .060723 

56 0.1055 0.03010 6 0.3818 .061394 

70 0.0874 0.03477 8 0.3379 .061927 

84 0.0806 0.03985 10 0.3359 .062461 

98 0.0781 0.04497 12 0.3347 .063103 

   14 0.3344 .063843 

   16 0.2821 .064894 

   18 0.1466 .065640 

   20 0.0896 .066202 

When you see Mean Absolute Error (MAE) 

between Hybrid algorithm and Levenberg-Marquardt 

in Table 2, you can notice that the mean correct 

recognition rate of the trained samples for the Hybrid 

algorithm is higher than Levenberg-Marquardt. The 

Hybrid algorithm can achieve 96% while LMBP 

algorithm can only reach 88%.  

A graph is drawn considering Time and MAE for 

Hybrid and LMBP algorithms. The graph is given 

below in Figure 1. We can know that the Hybrid 

algorithm is much more accurate and stable than the 

LMBP algorithm 

 
Figure 1. Convergence comparison for LM & hybrid 

algorithms. 

The Hybrid algorithm is apparently better than the 

PSO algorithm. The Hybrid algorithm traces the global 

optimum using gradient descending method. We 

focused on varying population topologies and different 

strategies for updating a particle‟s velocities. We used 

fully connected topology, in which every particle is 

neighbor of four particles. The less connected topology 

delays the propagation. Thus, low connected 

topologies result in more exploratory behavior than 

highly connected ones [17].  

Next we considered population size in Hybrid 

algorithm. Here, the hitting times for the Hybrid 

algorithm for different population sizes are obtained. 

The results obtained using different population size are 

tabulated and compared in Table 3. As seen from the 

Table 3, the Hybrid algorithm converges quickly when 

(6) 

(7) 
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the population size increases. This shows that the 

population size is important for the algorithm to 

converge quickly. The stagnation tendency is smaller 

when using large population sizes. 

 Table 3. Performance comparsion with different popultion size. 

Population Size  12 Population Size  20 

Time epoch MAE Time epoch MAE 

0.0272 14 0.37525 0.0393 14 0.41199 

0.0429 28 0.2605 0.0664 28 0.33352 

0.059 42 0.22904 0.0943 42 0.33352 

0.0744 56 0.22081 0.1202 56 0.33335 

0.0911 70 0.18765 0.1459 70 0.07862 

0.1067 84 0.16583 
   

0.1223 98 0.16583 
   

0.1387 112 0.14419 
   

0.1542 126 0.0888 
   

 

In Table 4, we are evaluating Hybrid performance 

using Root Mean Square Error (RMSE), MAE and 

Mean Square Error (MSE). This table enables us to 

conclude that mean absolute error is more robust 

indicator of Hybrid performance. 

Table 4. Hybrid performance using RMSE, MAE and MSE. 

Execution Using RMSE Execution Using MAE Execution Using MSE 

Time (ms) Epoch RMSE Time 

(ms) 

Epoch MAE Time 

(ms) 

Epoch MSE 

13 14 0.974 12 14 0.95 14 14 3.8 

18 28 0.409 17 28 0.168 19 28 0.672 

23 42 0.364 21 42 0.133 24 42 0.532 

30 56 0.324 28 56 0.105 30 56 0.422 

34 70 0.295 32 70 0.087 35 70 0.349 

39 84 0.283 36 84 0.08 40 84 0.322 

44 98 0.282 41 98 0.079 44 98 0.319 

49 112 0.19    49 112 0.15 

53 126 0.16    54 126 0.11 

59 140 0.14    59 140 0.08 

64 154 0.12    64 154 0.06 

68 168 0.12    69 168 0.05 

73 182 0.1       

77 196 0.08       

83 210 0.07       

88 224 0.06       

93 238 0.06       

The goal of comparison presented in this section is 

to identify algorithm components that provide good 

performance under different operating conditions. In 

fact some works are already exploring these issues [11, 

21]. The results obtained using different parameter 

settings mentioned in Table 1 are tabulated and 

compared. As you see in the Table 5, Decreasing IW 

converges very quickly. When the acceleration 

coefficients value is 1=2=2, the Hybrid algorithm 

gives better performance than the other value of 

acceleration coefficients. This proves that parameter 

settings are also important for algorithm to converge 

quickly. 

 

 

 

Table 5. Performance comparsion with different parameter 
settings. 

Constricted Stochastic IW Decreasing IW 

Time MAE Time MAE Time MAE 

0.038 0.412 0.039 0.411 0.0388 0.178 

0.063 0.333 0.066 0.333 
  

0.09 0.333 0.094 0.333 
  

0.115 0.333 0.120 0.333 
  

0.141 0.078 0.145 0.078 
  

6. Conclusions 

In this paper, we used a Hybrid algorithm that is PSO 

with Feed forward Neural Network. We did a 

comparison between Hybrid algorithm and Levenberg-

Marquardt algorithm. The results show that Hybrid 

algorithm is better than Levenberg-Marquardt 

algorithm in terms of convergence speed and mean 

correction rate. And also we discussed the limitations 

of Levenberg-Marquardt algorithm. Next, we 

considered few variants in our study to improve the 

performance of the Hybrid algorithm. In our 

implementations we considered most promising PSO 

variants. The variants considered in our study are 

population size, acceleration coefficient, coefficient 

constriction factor and velocity of the swarm. The 

Hybrid algorithms such as Constricted algorithm, 

Stochastic IW algorithm, Decreasing IW algorithm are 

considered. These hybrid algorithms are formed with 

different value for the variants. Results implies that 

Decreasing IW is most promising than the other two 

algorithms. Thus we say that these variants play major 

role in improving convergence speed as well as in 

improving accuracy of the algorithm. Also it is proved 

that the integration of components in different ways in 

hybrid algorithm produces effective optimization of 

back propagation algorithm.  
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