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Abstract: Recently data mining techniques have emerged as an important technique to detect land change by detecting the sudden change and/or gradual change in time series of vegetation index dataset. In this technique, the algorithms take the vegetation index time series data set as input and provides a list of change scores as output and each change score corresponding to a particular location. If the change score of a location is greater than some threshold value, then that location is considered as change. In this paper, we proposed a two step process for threshold determination: first step determine the upper and lower boundary for threshold and second step find the optimal point between upper and lower boundary, for change detection algorithm. Further, by engaging this process, we determine the threshold value for both Recursive Merging Algorithm and Recursive Search Algorithm and presented a comparative study of these algorithms for detecting changes in time series data. These techniques are evaluated quantitatively using synthetic dataset, which is analogous to vegetation index time series data set. The quantitative evaluation of the algorithms shows that the Recursive Merging (RM) method performs reasonably well, but the Recursive Search Algorithm (RSA) significantly outperforms in the presence of cyclic data.
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1. Introduction

Land cover and land use change detection is a thrust area of research in recent era. The land cover change detection problem explore when the land cover of a particular location has been converted from one type to another i.e., conversion of forested land to barren land due to fires, droughts, insect damage, logging, etc.

In literature land cover change detection has often been performed by comparing two or more satellite snapshot images acquired on different dates [9]. For example, Let I₁ and I₂ are the two snapshots of a particular location acquired at time t₁ and t₂ respectively. The pixel I₁0 of image I₁ at time t₁ compares with the pixel I₂0 of image I₂ at time t₂, if any radical discrepancy found between two pixel values then the pixel location is assumed as change. These comparisons based method includes extensive variety of techniques ranging from simple differencing to more sophisticated regression approaches [1, 19, 20]. These images based change detection techniques have numbers of limitations, i.e., complex to find the rate of change (sudden change or gradual change). It is also difficult to find an actual change date due to bi-temporal approaches compare snapshots between two dates only. The most studies have focused on relatively small areas. The changes that occur outside the image acquisition windows are not mapped and they are inherently unsuited for application at global scale.

The time series data address to overcome the problem of image based technique [25] or imaged based data. Potter et al. [29] and Roy et al. [32] employed time series approach to detect land cover changes. For example, Figure 1 shows case of a land cover change found in time series data. The location of the point corresponds to Metropolitan golf links, Oakland, which was in fact opened in 2003 shown in Figure 1-b. The same site which was previously used as disposal sites for waste materials, shown in Figure 1-a. The time series for this location shows the low level of vegetation prior to 2003, then abrupt jump in vegetation in 2003, after which the vegetation is relatively uniform, and consistent in Figure 1-c. This golf course was constructed in 2003, and it is clearly observed in the time series of that location.

The data mining technique (or time series based change detection) has significant advantages over the comparison of snapshot images. In this technique, detection of changes is based on the pattern of spectral response of the landscape over time rather than the differences between two or more images collected on different dates. This technique addresses the various limitations of image based techniques i.e., when the changes occurred (time of change) and rate of change (sudden change or gradual change, etc.), the extent, and pattern of re-growth etc.
Very large or long time series databases of ecosystem, environmental and climate data are difficult to analyze and interpret. Availability of large amounts of data necessitates data mining techniques to alleviate the automatic extraction and analysis of interesting patterns from the Earth Science data [18].

Figure 1. An example of a land cover change in time series data.

Figure 1-a shows the location correspond to before construction of metropolitan golf links Oakland, CA, Figure 1-b shows the location after construction of golf course in 2003, Figure 1-c shows the time series of the corresponding golf course location from 2000 to 2006. The year 2003, which corresponds to the time step at which the time series exhibits a change [4]. (Image Source: Google Earth.)

There are broadly three types of vegetation changes in time series based data: sudden change, gradual change and land cover type change as shown in the below Figure 2. The sudden change is abrupt and unexpected reduction in large vegetation index extends over multiple months (greater than seasonal months) or multiple years at the time. The sudden change is also called abrupt change. The example of sudden changes is forest degradation due to event like forest fire, flood, mechanized clearings, etc. The gradual change approach is to look for gradual increase or decrease in vegetation trends spanning over multiple years in the time. The illustration of gradual changes is forest degradation due to long-term droughts, beetle infestations or gradual logging, etc. The land covers type change method, divide the time series into homogeneous segment regions and the boundary of the segments indicate changes in vegetation. It identifies any change in the vegetation type such as change from one land cover to other or changes in cropping patterns, clearing of forests for agriculture, urban expansion, and so on.

Earth science data consists of global snapshots of measurement values for a number of variables like temperature, pressure, precipitation and Vegetation Index (VI) collected for all land and sea surfaces. The VI is an important ecosystem variable and has been widely used for the phonologic monitoring [12]. The two global-based VI are Normalized Difference Vegetation Index (NDVI) and Enhanced Vegetation Index (EVI). These vegetation indices essentially serve as a measure of the amount and “greenness” of vegetation at a particular location. The NDVI and EVI global dataset available from 1981 and 2000 respectively, with 250m, 500m, 1KM and 0.05 degree (or 5600m) spatial resolution, each 16 days and each calendar month. These dataset include Quality Assurance (QA) information, which address under which conditions each pixel was acquired and processed [12]. The MODIS Land Discipline Group provides consistent spatial and temporal information regarding NDVI and EVI, which are available for public download [36].
1.1. Key Contributions

The key contributions of this paper are as follows:

- We systematically study the two algorithms for land cover change detection. We quantitatively evaluate their performance for synthetic dataset.
- We proposed a novel algorithm for determination of threshold for land change detection algorithm and experimental validation is performed.

2. Related Work

This section briefly discusses about various data mining techniques for detecting changes in vegetation index time series [30]. These techniques are able to take advantage of the inherent structure present in vegetation index time series data, i.e., seasonality. Furthermore, these data mining techniques for time series change detection can be categorized into four key approaches, statistical parameter change approaches, predictive model based approaches, unsupervised based approach and segmentation based approaches. Boriah et al. [3] have slightly modified Lunetta et al. [21] algorithm by taking the absolute maximum value of computed z-score value of consecutive annual sum differences in present time series and named as Modified Lunetta algorithm. The high values of z-score indicate decrease in vegetation and vice-versa. Boriah et al. [6] have further developed an adaptation of CUSUM algorithm [16, 26, 34] and called CUSUM_MEAN. This algorithm calculated the cumulative sum (CSk for k = 1 . . . n observations) for each observation by comparing the deviation of every observation to the expected value (μ), which is computed by taking the average of the first annual cycle of the time series. The change score assign to a location is set the highest value of the cumulative sum, i.e. [max (CS1, CS2, . . . ,CSn)] or [min (CS1, CS2, . . . , CSn)] for positive change or negative change respectively. Chamber et al. [8] proposed PDELT A approach, first computes the Delta-series (Δ-series) by taking the corresponding time step difference between two consecutive annual segments and then identifies the window of maximum reliable drop. The maximum reliable drop window is the representative window of the time series. The higher the score value, represent the more severe the change. This technique use to identify the gradual vegetation change. Yearly Delta algorithm (YD) has been proposed by Boriah [7], which is based on EWMA [22] technique and used by Mithal et al. [23, 24]. This algorithm builds a model by predicting the expected EIV values for the each time step of future years. The YD score for a location is assigned by taking the maximum of calculated mean deviation of the observed value from the predicted value of the successive time steps over a year. The time step with the maximum score is considered as the change time. In unsupervised learning researcher Boriah et al. [5] and Potter et al. [28] used the k-means algorithm [14] to cluster the 250m EVI time series to solve land cover change detection problem. The two techniques have been discussed based upon clustering, one Distance to cluster Centroid and other Confidence Intervals around Cluster Centroids. Chen et al. [10] develops unsupervised spatio-temporal data mining methods by an integrated analysis in both the EVI and AF (Active Fire) datasets [15] to identify fire events. They defined 3 different scoring mechanisms: K-month Delta (KD), Local Instant Drop (LID) and Near Drop (ND). Authors consider a pixel is as initial pixels (highest stratum) forest fire events, based on present in AF dataset and satisfying scoring criteria. To increase coverage, they consider the 24 spatial neighbors in a 5x5 spatial grid around the initial pixels and apply the same scoring mechanism. The resultant data is called middle stratum. The lowest stratum is generated by relaxing scoring criteria for similar events in a spatial window around the other two strata. Verbesse et al. [37] have proposed Breaks for Additive Season and Trend (BFAST) technique, which is iteratively estimate the trend and seasonal components and allow for an individual estimation of breakpoints in the seasonal and trend component. The optimal position of these breaks can be determined by minimizing the residual sum of squares, and the optimal number of breaks can be determined by minimizing Bayesian Information Criterion (BIC). BFAST decomposes a time series data into trend, seasonal, and remainder components, so that the intra-segment models are constant, while inter-segment models are dissimilar. Garg et al. [11] demonstrates a novel model-free segmentation approach, which key idea is to find the two segments in a given time series, such that the annual years present in a segment are similar and between the segments are dissimilar. The similarity and dissimilarity between the annual years for each segment can be expressed by Cohesion and Separation. The difference between the cohesion and separation values indicates the amount of change in the time series with respect to the natural variation. The maximum resultant difference value is considered as change score for that particular location.

3. Recursive Merging Algorithm

Boriah et al. [4, 5] proposed a segmentation based algorithm, which partitioned time series into homogeneous segments and boundaries between the segments represent change points. It also exploits seasonality in order to detect land cover change of a particular location. If a given location has not had a land cover change, then the seasonal cycles look very similar going from one year to the next; if this is not, then assign a change score to a land location based on the extent to which the seasons are different. Recursive Merging follows a bottom-up strategy [17]
of merging annual segments that are consecutive in time and similar in value. A cost corresponding to each merge is calculated by taking Manhattan distance between the segments. The Manhattan distance is considers the seasonality of the time series into account because it takes difference between the corresponding months. The key idea of this algorithm is that, it will merge similar annual cycles and calculate the cost, if final merging cost is maximum, it correspond to the change occurred in the time series. If final merging cost is low, it is likely that no change occurred in the time series.

The strength of recursive merging algorithm is its robustness to noisy, missing data and scalable to large global scale data sets. This approach is able to detect changes in both directions. The algorithm takes into account the seasonality of the data but not the variability. The limitation of recursive merging approach is change point may not be identified accurately. This approach does not handle multiple change points in time series. Although the Earth Science data sets exhibit significant spatio-temporal autocorrelation, but algorithm does not make use of spatial information that is present in the data.

4. Recursive Search Algorithm

Panigrahi et al. [31] proposed a novel, simple and efficient segmentation based land change detection technique. The Recursive Searching Algorithm (RSA) not only detect the changes in time series data, it also detects the time of change depends on the temporal resolution (each 16 days and each calendar month) present in the time series and label with the change type (whether sudden increase or decrease type) of time series.

The key idea of the RSA technique is to find two consecutive segments in the time series such that the intra-segment within each segment is very similar while inter-segment being significantly different. For this, the RSA technique first calculates the difference between each two consecutive segment presents in the time series using City-block distance, which is exploiting the seasonality of the time series data. The distance between two consecutive segments indicate, how one segment dissimilar from the other. The RSA technique tries to find the highest consecutive segment difference value and its index value by employing the two way searching method. This technique compares the first consecutive segmentation difference value with last consecutive segmentation difference value, the largest difference value among two is stored in another variable S (initially S=0) and the corresponding index of difference array (d) are stored in j. subsequently, the second first consecutive segmentation difference value compares with second last consecutive segmentation difference value, the largest difference value among two is compared with variable S, then greatest among two and the corresponding index of difference array (d) are assigned to S and j respectively (which is replaced the previous stored value of S and j). This comparison process is called recursively until satisfy the stopping criteria. From the resultant consecutive segment, the first segment is unchanged (jth) segment and the second segment is changed segment (j+1th), which is shown in Figure 3. In the time series data, 1st to jth segments follows the similar pattern and which is different from the from (j+1)th segment. To find the Change Score, the month wise EVI value average (avg) of 1st to jth segments are calculated first, then takes the annual sum, Savg. Then Savg is subtracted from the (j+1)th segment’s computed annual sum, Sdiff and store in Sdiff. The Change Score of time series can be computed by taking the absolute value of Sdiff. The change type for each location is determined by the value of Sdiff, i.e., if Sdiff value is greater than zero, then the location is labeled as Positive change; if Sdiff value is lesser than zero, then the location is labeled as Negative change; otherwise the location is labeled as No change. To determine the change point or time of change, the RSA technique, first compute the absolute value of the month wise difference between before change (jth), change (j+1th) and change (j+2th), after change (j+2th) segments and the resultant values store in Y. The authors assume that change point lies in “before change” segment, so find the confidence of first 12 value of the Y. The confidence of an element Y

The RSA technique focuses on sudden changes and identifying the single most substantial changes in a time series dataset. This technique is scalable to large global scale data sets. It also detect the time of change close to the actual change with accuracy up to the temporal resolution of the input data set. The RSA algorithm has limitation in a number of scenarios; this algorithm fails to detect change, if a change event occurs during the first and last year of the time series data. This method always finds the change point at before change segment, but it may be possible that the change point may occurs at the initial time of the change segment.

Figure 3. The RSA algorithm determines the change segment as well change point, which corresponds to the time step at which the time series exhibits a sudden change [31].
5. Evaluation

We employ the quantitative evaluation technique to examine and understand the relative performance of Recursive Search Algorithm with Recursive Merging algorithm using standard datasets. In the following, we describe about validation data utilized in this study and also provides a general idea of the evolution methodology.

5.1. Dataset

A standard data set of synthetically generated time series is used [2, 27], which is downloaded from UCI KDD [33]. This data set contains 600 time series of 6 different types, namely: Normal, Cyclic, Increasing trend, Decreasing trend, upward shift, downward shift and each type consist of 100 time series. Each time series consists of 60 values.

We created a data set, DS by taking the few different types of time series data i.e., Normal, Cyclic, Upward shift and downward shift time series from the above standard data set. The data set DS comprises 200 Normal types, 100 Cyclic type, 100 Upward shift type and 100 Downward shift type time series data. Each time series with 60 values and assumes that each value is corresponding EVI value for a particular month. Here both Normal and Cyclic type’s data are labelled as unchanged class, whereas both Upward and Downward shift type data are labelled as changed class.

The EVI value near to 0 correspond to barren areas of rock, sand, or snow means no vegetation, while 1 indicates the highest possible density of green leaves means highly saturated. For the change detection problem, the earth science domain experts suggested to removal of EVI value less than or equal to 0.1 and above 0.9 [6]. We scale the all values of DS data set into the ranges from 0.1 to 0.9, by applying min-max normalization techniques [35], which perform a linear transformation on the original data. The min-max normalization is computed by using following Equation (1):

\[
v' = \frac{v - \text{min}}{\text{max} - \text{min}} \times (\text{new}_\text{max} - \text{new}_\text{min}) + \text{new}_\text{min}
\]

Where, \(v\) is the value to be mapped and \(v'\) is the mapped value in the ranges from 0.1 to 0.9. The max and min are the maximum and minimum value of DS data set respectively. Here \(\text{new}_\text{max}\) and \(\text{new}_\text{min}\) are the maximum and minimum value of normalized data set respectively. Here \(\text{new}_\text{max}=0.9\) and \(\text{new}_\text{min}=0.1\).

The RSA algorithm assumes that change point does not occur on the first and last year of the time series data, thus it is excluded these time series data from DS data set. Then the data set DS contains 152 Normal types, 76 Cyclic type, 100 Upward shift type and 100 Downward shift type, total 428 time series data.

5.2. Evaluation Methodology

For quantitatively comparing the performance of Recursive Search Algorithm with Recursive Merging algorithm, we employ Precision, Recall, F-score and Accuracy as evaluation metrics, because these metrics are generally used to measure the performance of algorithms in information retrieval, machine learning and data mining [13, 35].

Given a time series data set D with N time series, each time series represent for one respective location. Each change detection algorithm calculates change score for each location and assign. Finally, it returns a list of N change scores, where each change score is a measure of the degree of change for the corresponding location. Here, we have taken the standard data sets which consist of the true labels of each of the location; let M be the actual number of sudden increase and decrease in time series data present in the data set, which is labelled as disturbance and called validation data. Then according to the descending order of their change score the locations are ranked. The algorithm flags the top n ranked locations as change events (1 ≤ n ≤ M) and the lower ranked locations as unchanged. By computing the intersection with the validation data, we find the number of True Positives (TP), changes detected by the scheme also present in the validation data; False Positives (FP), changes found by the scheme but not in the validation data; True Negatives (TN), changes neither found by the scheme also not present in the validation data and False Negatives (FN), changes noted in the validation data but not found by the scheme for each algorithm, as shown a confusion matrix in Table 1.

<table>
<thead>
<tr>
<th>Validation Data</th>
<th>Predicted</th>
<th>Fire</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fire</td>
<td>TP(_n)</td>
<td>FN(_n)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>FP(_n)</td>
<td>TN(_n)</td>
<td></td>
</tr>
</tbody>
</table>

The Precision, Recall, F-score and Accuracy can be defined as:

\[
\text{Precision}(p_n) = \frac{TP_n}{TP_n + FP_n}
\]

(2)

\[
\text{recall}(r_n) = \frac{TP_n}{M} \quad \text{Where} \quad M = TP_n + FN_n
\]

(3)

\[
F - \text{Score}(F) = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

(4)

\[
\text{Accuracy} = \frac{TP_n + TN_n}{TP_n + TN_n + FP_n + FN_n}
\]

(5)

Precision can be perceived as a measure of exactness or quality, whereas recall is a measure of completeness or quantity. Often, there is an inverse relationship between precision and recall. F-score is a measure of a test’s accuracy and Accuracy presents the overall correctness of the model.
6. Optimal Threshold Determination and Result with Discussions

The Recursive Merging (RM) and Recursive Search Algorithm (RSA) were executed on DS time series dataset. Both the algorithms provide a list of change scores as output and each change score corresponding to a particular location. The locations under study can be ranked according to their change score given by the algorithm. The locations with higher scores are likely to have changed. Figures 5 and 7 shows the histograms of the change score obtained by RSA and RM algorithm respectively. Among the large coverage of land cover data, only small region will actually exhibit a change. A location with change score greater than some threshold value is a location with change score greater than some threshold value that algorithm for a Data set. Then compute accuracy (\(Y_{\text{initial}}\)) of the algorithm at \(\delta_{\text{initial}}\). After that increase the threshold value with step size one (\(\delta_{\text{new}} = \delta_{\text{initial}} + 1\)) and compute the corresponding accuracy value (\(Y_{\text{new}}\)). Then assign the \(Y_{\text{previous}}\), \(Y_{\text{current}}, \delta_{\text{previous}}, \text{ and } \delta_{\text{current}}\) respectively with \(Y_{\text{initial}}, Y_{\text{new}}, \delta_{\text{initial}}\) and \(\delta_{\text{new}}\). After that compare the previous accuracy value (\(Y_{\text{previous}}\)) with current accuracy value (\(Y_{\text{current}}\)), if \(Y_{\text{current}}\) is greater than or equal to \(Y_{\text{previous}}\), then \(Y_{\text{previous}}\) and \(\delta_{\text{previous}}\) are assigned with \(Y_{\text{current}}\) and \(\delta_{\text{current}}\) respectively. Now increase the \(\delta_{\text{current}}\) by one and compute its corresponding accuracy (\(Y_{\text{new}}\)), and store in \(\delta_{\text{current}}\) and \(Y_{\text{current}}\) respectively, such that, \(\delta_{\text{current}} = \delta_{\text{new}} + 1\) and \(Y_{\text{current}} = Y_{\text{new}}\). This procedure is continued until satisfy the condition, \(Y_{\text{current}} \geq Y_{\text{previous}}\). When this condition satisfied, the current threshold value (\(\delta_{\text{current}}\)) is considered as upper threshold boundary, mathematically, \(\delta_{\text{upper}} = \delta_{\text{current}}\) and the lower threshold boundary can be calculated by subtracting current threshold value minus total increased step (\(S\)), here \(S\) is two, mathematically, \(\delta_{\text{lower}} = \delta_{\text{current}} - S\). Actually the optimal threshold value lies in between the lower and upper threshold boundary. After finding lower and upper threshold boundary value, the threshold value increase with step size 0.1 from lower to upper threshold boundary value and compute accuracy percentage at each threshold values. From the list, the threshold value with high percentages of accuracy is considered as optimal threshold (\(\delta\)). The pseudo-code for optimal threshold determination for land change detection algorithm is explained below:

Algorithm 1: Optimal threshold determination

//symbol \(\delta\) represents for threshold and \(Y\) represents for accuracy
//Initialize \(\delta_{\text{initial}}\) from the histogram of the change score produced by change detection algorithm
//compute the accuracy value for \(\delta_{\text{initial}}\)
\(Y_{\text{previous}}\) \(\leftarrow Y_{\text{initial}}\)
compute \(Y_{\text{new}}\)
// Initialize the total increased step
\(S \leftarrow 0\)
// increase the threshold value with step size one
\(\delta_{\text{new}} \leftarrow \delta_{\text{initial}} + 1\)
//compute the accuracy value for \(\delta_{\text{new}}\)
\(Y_{\text{previous}}\) \(\leftarrow Y_{\text{initial}}\)
\(\delta_{\text{previous}}\) \(\leftarrow \delta_{\text{initial}}\)
// assign \(Y_{\text{previous}}\) and \(\delta_{\text{previous}}\) as \(Y_{\text{initial}}\) and \(\delta_{\text{initial}}\) respectively.
\(Y_{\text{current}}\) \(\leftarrow Y_{\text{new}}\)
\(\delta_{\text{current}}\) \(\leftarrow \delta_{\text{new}}\)
while \((Y_{\text{current}} \geq Y_{\text{previous}})\) do
  //assign \(Y_{\text{previous}}\) and \(\delta_{\text{previous}}\)
  \(Y_{\text{previous}}\) \(\leftarrow Y_{\text{current}}\)
  \(\delta_{\text{previous}}\) \(\leftarrow \delta_{\text{current}}\)
  //threshold value increase by one
  \(\delta_{\text{current}}\) \(\leftarrow \delta_{\text{current}} + 1\)
  //compute new accuracy for \(\delta_{\text{current}}\)
compute \(Y_{\text{new}}\)
// assign \(Y_{\text{new}}\) to \(Y_{\text{current}}\)
\(Y_{\text{current}}\) \(\leftarrow Y_{\text{new}}\)
// increase total increased step by 1

Figure 4. Proposed methodology for threshold determination.

The initial threshold value (\(\delta_{\text{initial}}\)) for change detection algorithm can be determined by selecting the score, where the sudden reduce in change score frequency along with highest difference in change score from the histogram of the change score produced by that algorithm for a Data set. Then compute accuracy

\[\text{Accuracy} = \frac{\text{Number of correctly classified pixels}}{\text{Total number of pixels}}\]
5 \leftarrow 0 + 1 \\
end while \\
/upper boundary threshold value is \delta_{upper} \\
\delta_{upper} \leftarrow \delta_{current} \\
/lower boundary threshold value is \delta_{lower} \\
\delta_{lower} \leftarrow \delta_{current} - S \\
for i = \delta_{lower} to \delta_{upper}, step 0.1 do \\
 compute accuracy (\gamma') for each threshold value (\delta_i) \\
end for \\
/optimal accuracy \\
\gamma' \leftarrow \max (\gamma') \\
/optimal threshold \\
\delta \leftarrow \text{Find the corresponding value } \delta_i \text{ of } \gamma'

The initial threshold value for RSA has been determined from the histogram of the change scored produced by RSA algorithm for DS Data set. Figure 5, shows the histograms of the change score obtained by RSA algorithm and from this histogram we determine the initial threshold value is 7. By employing above discussed threshold determination procedure, we first obtain the lower and upper threshold boundary for RSA algorithm, which are 7 and 9 respectively. After that we obtain the list of threshold values by increasing step size 0.1 from lower to upper threshold boundary and evaluate the performance of RSA algorithm for each threshold value, which is shown in the Table 2. From the list, the threshold value with high percentages of accuracy is considered as optimal threshold, i.e., here 8.2. The graph plotted between threshold value and its corresponding accuracy produced by RSA algorithm for DS Data set is shown in Figure 6. The optimum threshold value for RSA algorithm is depicted in the graph.

![Figure 5. Histogram of change scores produced by RSA for DS Data set.](image1)

![Figure 6. The graph plotted between threshold value and its corresponding accuracy produced by RSA algorithm for DS Data set.](image2)

Similarly, we plot the histogram for change score obtained by RM algorithm for DS dataset, shown in Figure 7, and determine the initial threshold value, i.e., 21, from this histogram. Then obtain the lower and upper threshold boundary for RM algorithm, which are 23 and 25 respectively, by employing above discussed threshold determination procedure. The list of threshold values are produced by increasing step size 0.1 from lower to upper threshold boundary and then evaluate the performance of RM algorithm for each threshold values, which is shown in the Table 3. From the list, the threshold value with high percentages of accuracy is considered as optimal threshold, i.e., here 24.2. The optimum threshold value has been depicted in the graph plotted between threshold value and its corresponding accuracy produced by RM algorithm for DS dataset is shown in Figure 8.

![Figure 7. Histogram of change scores produced by RM algorithm for DS Data set.](image3)

![Figure 8. The graph plotted between threshold value and its corresponding accuracy produced by RM algorithm for DS Data set.](image4)

The optimum threshold values for RM and RSA algorithm for DS time series dataset are 24.2 and 8.2 respectively. Both the algorithms provide a list of change scores as output and each change score corresponding to a particular location. A location with change score greater than optimum threshold value is exhibit a change. The validation result and performance of both algorithms at their respective optimum threshold value are presented in Table 4 in the following we discuss their performance as well as the relative strengths and weaknesses in detail.

Table 4 presents the evaluation result of DS data set, which consists the normal, cyclic, upward shift (or sudden increase) and downward shift (or sudden...
decrease) time series data. The RM algorithm incurs 19 false positives and 25 false negative cause high precision and recall value, i.e. 0.9021 and 0.8750 respectively, which gives the accuracy 91.2%. The RSA technique finds one false positive and two false negative provoke very high precision and recall, which provides accuracy approximately 99.3%. The Figure 9 shows the comparison of precision, recall, F-score and accuracy of each discussed algorithm for DS data set.

Figure 9. Showing the performance Comparison of algorithms on DS dataset.

The Evaluation result shows that both RM and RSA techniques perform better on DS dataset. Also, both discussed algorithm able to find sudden changes such as sudden increases or sudden decreases in time series data and robust to the presence of noisy and missing values in the time series. RM algorithm performs better on DS data sets, but the evaluation result shows that RSA algorithm significantly outperforms. Both RM and RSA algorithm accounts for seasonality and variability in the time series but in particular, RSA algorithm significantly outperforms in the presence of cyclic data. Both algorithms are scalable to massive data sets, which is one of the key requirements for global scale land cover change studies.

Table 2. Performance of Recursive Search Algorithm at different Threshold values for DS dataset.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Threshold value (d)</th>
<th>TP</th>
<th>FN</th>
<th>TN</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Score</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recursive Search</td>
<td>7</td>
<td>198</td>
<td>224</td>
<td>4</td>
<td>0.9800</td>
<td>0.9900</td>
<td>0.9851</td>
<td>98.5981</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>198</td>
<td>226</td>
<td>2</td>
<td>0.9900</td>
<td>0.9900</td>
<td>0.9930</td>
<td>99.0654</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>196</td>
<td>227</td>
<td>1</td>
<td>0.9949</td>
<td>0.9900</td>
<td>0.9947</td>
<td>98.8410</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>198</td>
<td>225</td>
<td>3</td>
<td>0.9851</td>
<td>0.9900</td>
<td>0.9875</td>
<td>98.8318</td>
</tr>
<tr>
<td></td>
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<td>98.8318</td>
</tr>
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<td>198</td>
<td>225</td>
<td>3</td>
<td>0.9851</td>
<td>0.9900</td>
<td>0.9875</td>
<td>98.8318</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>198</td>
<td>225</td>
<td>3</td>
<td>0.9851</td>
<td>0.9900</td>
<td>0.9875</td>
<td>98.8318</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>198</td>
<td>225</td>
<td>3</td>
<td>0.9851</td>
<td>0.9900</td>
<td>0.9875</td>
<td>98.8318</td>
</tr>
</tbody>
</table>

Table 3. Performance of recursive merging algorithm at different threshold values for DS dataset.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Threshold value (Th)</th>
<th>TP</th>
<th>FN</th>
<th>TN</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Score</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recursive Merging Algorithm</td>
<td>24.2</td>
<td>175</td>
<td>281</td>
<td>19</td>
<td>0.9021</td>
<td>0.8750</td>
<td>0.8833</td>
<td>91.2</td>
</tr>
<tr>
<td>Recursive Search Algorithm</td>
<td>8.2</td>
<td>198</td>
<td>227</td>
<td>1</td>
<td>0.9950</td>
<td>0.9900</td>
<td>0.9925</td>
<td>99.2991</td>
</tr>
</tbody>
</table>

Table 4. Evaluation result of DS Data Set.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Threshold value (Th)</th>
<th>TP</th>
<th>FN</th>
<th>TN</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Score</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recursive Merging Algorithm</td>
<td>24.2</td>
<td>175</td>
<td>281</td>
<td>19</td>
<td>0.9021</td>
<td>0.8750</td>
<td>0.8833</td>
<td>91.2</td>
</tr>
<tr>
<td>Recursive Search Algorithm</td>
<td>8.2</td>
<td>198</td>
<td>227</td>
<td>1</td>
<td>0.9950</td>
<td>0.9900</td>
<td>0.9925</td>
<td>99.2991</td>
</tr>
</tbody>
</table>

7. Conclusions

In this paper, we have suggested a simple process for determination of local optimal threshold value for land change detection algorithm. Subsequently, by engaging this process, determined the threshold value for both Recursive Merging Algorithm and Recursive Search Algorithm and presented a comparative study of these algorithms for detecting changes in time series data. The quantitative evaluation of the algorithms shows that the RM method performs reasonably best but the RSA algorithm significantly outperforms. Both RM and RSA algorithm accounts for seasonality and variability in the time series but in particular, RSA algorithm significantly outperforms in the presence of cyclic data. RSA detect the time of change close to the actual change with accuracy up to the temporal resolution of the input data set where as RM detects change points at boundaries between the segments. RSA algorithm has limitation in a number of scenarios; this algorithm fails to detect change, if a change event occurs during the first and last year of the time series data. This method always find the change point at before change segment but it may be possible that the change point may occurs at the initial time of the change segment. Future work includes both the algorithms will be applied on 250m EVI of time series data set of a particular geographical region to detect land cover changes and make quantitative and qualitative evaluation. In future we will perform the experimental study in real EVI/NDVI dataset.
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