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Abstract: The technique of association rules is very useful in Data Mining, but it generates a huge number of rules. So, a manual post-processing is required to target only the interesting rules. Several researchers suggest integrating users’ knowledge by using ontology and rule patterns, and then select automatically the interesting rules after generating all possible rules. However, nowadays the business data are extremely increasing, and many companies have already opted for Big Data systems deployed in cloud environments, then the process of generating association rules becomes very hard. To deal with this issue, we propose an approach using ontology with rule patterns to integrate users’ knowledge early in the preprocessing step before searching or generating any rule. So, only the interesting rules which respect the rule patterns will be generated. This approach allows reducing execution time and minimizing the cost of the post-processing especially for Big Data. To confirm the performance results, experiments are carried out on Not Only Strutured Query Language (NoSQL) databases which are distributed in a cloud environment.
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1. Introduction

Most of companies are interested in Data Mining. They use historical data to extract hidden knowledge, and then provide early feedback means to guess future data and predict actions in facts [22], e.g., a provider would have ideas about general tendencies of his clients, and use them to improve their future needs. The technique of Association Rules (AR) is a simple useful Data Mining method. However, its main problem is the large number of generated rules. To pick the interesting rules, a post-processing must be done manually by users. To avoid this manual work, many proposals are developed to find automatically pertinent rules after generating all rules. The results of these proposals are satisfactory.

However, the volume of data is steadily increasing, especially in industrial area. Several companies are equipped with digital acquisition systems that generate very large amounts of data. Hence, Big Data concepts and new systems, like Not Only Strutured Query Language (NoSQL) [13] and newSQL, become more popular. Also, many distributed environments have been developed to support storage and processing of Big Data, like Cloud Computing. This evolution has an enormous impact for AR technique. Looking for the frequent itemsets and generation of all AR become extremely hard regarding storage and processing sides. In this article, we propose an approach to deal with this issue, and integrate users’ knowledge as rule patterns or ontology in early step.

The paper is organized in six sections. The first section gives an introduction. We start going over the general constraints of the AR technique in the second section. Related work is presented in the third section. In the fourth section, our approach is presented. In the fifth section, experimental illustration is given, and in the sixth section, their results are discussed to confirm the performance. Finally, a conclusion closes this article.

2. Background Information

Data mining groups a lot of techniques to extract knowledge. It is used in many areas, like business, statistics, research, biology, etc., [7]. Their methods can be classified by principle (supervised, unsupervised), by objective (descriptive, predictive) [7], etc. Many techniques are steadily developed [5], like association rules AR, clustering, decision trees, neurons network, etc. The choice of a fitting technique depends closely on requirements and nature data.

The technique of AR is very interesting. It allows detecting association or links between data (itemsets) in form of rules \(X \rightarrow Y\) that can give interesting unknown results for users [17, 19]. An association rule \(X \rightarrow Y\) means that the most transactions (records) which verify the premise \(X\) in a context (database), also verify the conclusion \(Y\). Each rule is evaluated by two measures: support and confidence. A rule \(X \rightarrow Y\) verifies a support \(S\) if at least \(S\%\) of transactions verified \(X\) and \(Y\), and it verifies a confidence \(C\) if at least \(C\%\) of transactions that verify \(X\) verify also \(Y\). For example, for the rule “80% of students who learn Linux, learn also Java, and 30% of all students have learnt these two courses”, we can say that this rule is
verified with certitude more than 80% (confidence), and it is supported by at least 30% of students (support). A rule to be selected, must has its support and confidence greater or equal than a user defined threshold $Sup_{min}$ and $Conf_{min}$ respectively. The goal is to discover all rules that verify these two conditions. After selecting and preparing data, the process of rule extraction can be done in two steps [1]:

- **First step:** Looking for the frequent itemsets.
- **Second step:** Generating association rules list.

The second step is rather straightforward, and the first step dominates the processing time.

Many efficient algorithms are proposed to implement AR, the well-known is Apriori algorithm [1]. After, many scholars have improved this algorithm and have presented new variants algorithms like FP-Growth [6], Closet [16], etc. Nevertheless, their major inconvenient resides in the important huge number of generated rules. For example, in Apriori algorithm, all potential itemsets (set of items or attributes of a transaction) in a context are checked. After building the trellis (graph of all combinations of itemset subsets), if we have $m$ itemsets, then we will have $2^{m-1}$ scan iterations to do. These scans are necessary to calculate the support of each itemset and to mark it as frequent. So, the number of scans and generated rules are exponentially dependent on itemsets [25]. So, a post-processing must be done manually by users to target the interesting rules that can be considered as effective knowledge. This post-processing must to be adapted to both the user preference and data structure.

3. Related Work

In order to automatize the post-processing, many approaches were developed to find pertinent rules. Some approaches, like that of Silberschatz and Tuzhilin [19] proposed to decrease the number of rules generated by using interest objective or subjective measures.

- **Objective measures** that are relied just to data structure. Many works, like guided by Piatetsky-Shapiro et al. [17], Bayardo and Agrawal [2], Hilderman and Hamilton [8], Tan et al. [23], Guillet and Hamilton [4], have summarized these measures and compared them. But, these measures offered just a partial response to post-processing, since they are limited to just data evaluation.

- **Subjective measures** that integrate explicitly expert’s or manager’s knowledge. Approaches which integrate these measures are mainly distinctive with representation models of knowledge.

Some authors proposed using templates to describe interested and uninterested rules [10]. Others used two representation models for user’s conviction: General Impressions (GI) and Reasonably Precise Knowledge (RPK). A version of RPK in fuzzy logic has been developed by Liu et al. [11] to select the classification rules based on syntactic comparison. Other more exact representations of user’s knowledge by using rules have been developed by Padmanabhan and Tuzhilin [15], and the rule interest was defined by logical contradiction. Agrawal and Srikant [1] proposed to represent user’s knowledge by General Association Rules (GAR), and integrate knowledge by hierarchal taxonomy of attributes. The introduction of knowledge in attributes structure allowed decreasing number of rules. Later, Liu et al. [11] developed this taxonomy to become rule patterns which can represent vast user’s knowledge in a particular domain. These rule patterns allowed defining a characteristic form of interested rules. Furthermore, some authors propose to integrate others measures like utility or incremental mining [9]. Marinica et al. [12] Laboratoire Informatique de Nantes Atlantique- Connaissance, Optimisation et Decision (LINA-COD team) proposed an interesting approach to introduce user’s knowledge in the extraction of AR by using ontology associated with rule patterns. Since that, ontology has been used in AR process and then let ontology’s benefits to be enjoyed. Ontology is a conceptual database that allows users to modelize knowledge, and provide a shared vocabulary. For a company, ontology represents its memory.

As result, most of these proposals integrate gradually and efficiently the users’ knowledge, and contribute to automatize the post-processing. However, they continue steadily to deal with the huge number of rules since all possible rules are generated. Currently, with the data increasing cadence and Big Data emergence, the post-processing will become very hard and consumer in time and space. The number of rules cannot be supported and covered by the above proposals. In the next section, we present our approach to solve this issue in distributed Big Data context.

4. Our Proposal (ARBD approach)

Firstly, we are interested in LINA-COD’s approach [12]. It is efficient since it integrates users’ knowledge by using ontology and rule patterns. We give our suggestion to extend it in Big Data context. LINA-COD’s approach is based on 3 elements (Figure 1):

- A database in which association rules are extracted.
- An ontology representing knowledge in database.
- A set of rules schemes, concerning the concepts of ontology to select interesting rules.
Formally, ontology is a set of concepts linked by relations of conceptualization [12], in which a parent concept is a generalization of child, and a child is a specialization of its parent. This hierarchy of concepts is an efficient tool to collect, and validate interesting new knowledge. Also, rule patterns allow carrying out a supervised selection on AR. They permit to express knowledge by using a model of investigated rules: \( X_1, X_2, X_3, \ldots \rightarrow Y_1, Y_2, Y_3, \ldots \), where \( X_i \) and \( Y_j \) are constraints on concepts (ontology) or on attributes (database). As a result, the rule patterns combined with ontology allow increasing ability to target interesting rules in the post-processing step.

However, in this approach, we note that the whole context (database) is taken into account in exploring AR, and afterward the rule patterns are used to filter just the interesting rules. Also, we note that all possible itemsets are considered in searching AR, regardless of what these itemsets will be or not considered later by rule patterns. In Big Data, it is very hard to consider the entire context and all possible itemsets. To deal with this issue, we propose to filter the context at the beginning by using only itemsets which are included and respect the rule patterns chosen by experts. This allows limiting the field of investigation. Only a part of context which contains itemsets appearing in the rule patterns can be considered in exploration step. In generating rules step, only rules respecting the rule patterns can be generated. In Figure 2, we give the schema for our approach. We name it acronym for Association Rules in Big Data (ARBD).

We describe this proposal in the following phases.

- **Phase 1**: Filtering the Big Data Context. We use the rule patterns to filter the context to have just instances that contain the items included in the rules patterns. For instance, let consider \( C1, C2 \rightarrow C3 \) as an interesting rule pattern for users, where \( C1, C2 \) and \( C3 \) are concepts in the ontology. This rule pattern means that we have to consider all rules which their premises verify \( C1 \) and not \( C2 \), and their conclusions verify \( C3 \). Using the relation between concepts and attributes, a concept is joined with one or many attributes. In simple mono-relation concepts/attributes, this rule of concepts can be converted to a rule of attributes like \( A1, A2 \rightarrow A3 \). So, we can filter the context to consider just instances that contains \( A1, A3 \) and not \( A2 \). We do the same action for all other rule patterns to exclude any itemset not included in any rule pattern. Finally, we get a new restricted context that will be used in the next step.

- **Phase 2**: Using the filtered database context. We use the restricted context as the same method described in LINA–COD’s approach. The database consists of a set of \( n \) transactions described through \( p \) attributes. Let \( I=\{I_1, I_2, ... I_p\} \) the set of attributes called features (items) and \( T=\{t_1, t_2, ... t_n\} \) the set of \( n \) transactions. Each transaction \( t_i=\{I_{i1}, I_{i2}, ..., I_{ip}\} \) is a subset of the set of attributes \( I \). Apriori algorithm (or any variant) allows extraction of rules in form \( X \rightarrow Y \), where \( X \) and \( Y \) are two disjoint sets of attributes. Ontology is defined by a set of concepts \( C=\{C_1, C_2, ... C_c\} \) and a set relationships/properties \( R=\{R_1, R_2, ... R_r\} \). The database is connected to ontology; each concept of ontology is instantiated in the database by a subset of attributes (records). A simple way is to associate a concept directly to one attribute. Finally, a rule pattern can express knowledge about the form of the rules sought. The semantic extension of “general impression” allows combining in rule patterns constraints on attributes and concepts [12]. Figure 3 recapitulates the steps of ARBD approach.

![Figure 1. Representation of LINA-COD team’s approach [12].](image1)

![Figure 2. Representation of proposed ARBD approach.](image2)
5. Experimentation

We present data of oil and gas Company [21] and the distributed platform used. Then, we conduct three interesting experiments.

5.1. Data and Distributed Platform

Our company contains many activities [21]. We are interested in the downstream activity that is composed of a head office and six plants. Each plant has a database. The head office has large consolidated databases which were recently migrated from Oracle to NoSQL MongoDB [14]. This data migration has been done by using approach provided by Dahmani et al. [3]. MongoDB was chosen because of its document store nature, efficiency and current ranking [20].

We use industrial production data at the headquarters as shown in Figure 4. These data belong to a strategic business domain regulated by international standards (production, stocks, shipping, etc.), and have a NoSQL nature (volume, velocity, variability) [13]. We use the shipping collection MongoDB that contains data about loading products into boats. Ontology is created to represent concepts related to this collection (units, products, clients, etc.). This ontology is implemented by using Protégé [18] and OWL [24].

[Diagram of ARBD approach]

Figure 3. Plan of ARBD approach.

In order to bear out the efficiency of ARBD approach, we perform experiments in the next section.

We use distributed MongoDB platform that does not require many resources than Cloud IaaS or Hadoop). Our platform contains 7 nodes or shards (Figure 5):

- **Mongo server (mongos):** manages data in 5 nodes.
- **Configuration server:** stores shards’ configuration.
- **5. Shards servers,** each one runs mongod configuration.

![Figure 5. Distributed MongoDB used in experiments.](image)

All nodes of are identical. We have configured this platform and installed a database on it according to the procedure and best practices of MongoDB [14].

5.2. Experiments

We conduct our experiments by taking some interesting rule patterns chosen by users, and we apply ARBD approach to restrict the context (only interesting itemsets), and then we carry out the Apriori algorithm. The frequent itemsets are discovered with a minimum support and confidence previously chosen by users. Note that since the same data and ontology are used in experiments, the same number of pertinent AR would be found at the end regardless of using or not ARBD.

In order to make things easy, we have developed a java application called ProntoDam that implements Apriori. Prontodam (see Figure 6) allows users to connect to the database, set minimum support and confidence, choose ontology, and build rule pattern from concepts or attributes. It can be executed (1) with ARBD (2) or without it.

These two alternative executions allow comparing results and have an idea about gain.

![Figure 6. Some print screens of our application called Prontodam.](image)
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- **First experiment**: Firstly, we start with the most interesting rule pattern. The users want to discover the client’s interest in each product delivered by units. Note that the same product is different in each unit because its quality depends on specific parameters delivered by this unit. As example, the Specific Calorific Power (SCP) is a parameter for Liquefied Natural Gas (LNG) product. After each boatload, a quality certificate of product is delivered by the company and checked by its client. Users want to have an idea about product quality chosen by each client. So, the following rule pattern is given: “The client is interested in such product produced by such unit”. This means that users are interested in AR with the form “Client ➔ Product, Unit”. This rule pattern is very useful because it allows managers to know the clients’ interests, and then they could recommend product quality to units. Note that Client, Product, Unit are concepts in ontology, and can be translated into their attributes Code_Client, Code_Product, Code_Unit respectively.

With Prontodam, we carry out the operation to generate the association rules by using alternatively the ARDB approach (first alternative) or the baseline LINA–COD’s approach (second alternative). So, we repeat many times the execution on the rule pattern “Client ➔ Product, Unit” by:

1. Varying minimum values for support and confidence.
2. Using or alternatively ARBD or the baseline approach.

In Table 1, we recapitulate the data context size, the numbers of both frequent itemsets and generated rules. As the context is filtered in ARBD, we give a very good reduction.

- **Second experiment.** Many clients rent boats from others companies to load and transport their products. They choose boats depending on many criteria. So, our users want to have an idea about their customers’ choices. The following rule pattern is given for that: “The client is interested in such boat”. This rule pattern means that users are interested in AR with the following form: “Client ➔ boat”. The ontology concepts Client and boat can be translated to their attributes Code_Client, Code_Boat respectively.

As the previous experiment, we do the same for the rule pattern “Client ➔ boat”. We perform many times the execution on this rule pattern by:

1. Varying minimum support and confidence.
2. Using or not ARBD approach. The results of this experiment are shown in Table 2.

To reduce the display, we have given only important values (the number of generated rules and execution time).

### Table 1. Results of the rule pattern “Client ➔ Product, Unit”.

<table>
<thead>
<tr>
<th>Number of handled instances (data context size)</th>
<th>Minimum Support</th>
<th>Minimum confidence</th>
<th>Number of frequent itemsets</th>
<th>Number of generated rules (pertinent rules)</th>
<th>Execution time (hour, minute, second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline approach (No filter)</td>
<td>ARBD approach (one filter)</td>
<td>ARBD approach (two filters)</td>
<td>ARBD approach (three filters)</td>
<td>ARBD approach (four filters)</td>
<td>ARBD approach (five filters)</td>
</tr>
<tr>
<td>3371905</td>
<td>529824</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.25%</td>
<td>75%</td>
<td>525</td>
<td>109</td>
<td>1516</td>
<td>19</td>
</tr>
<tr>
<td>12.50%</td>
<td>70%</td>
<td>695</td>
<td>98</td>
<td>1569</td>
<td>15</td>
</tr>
<tr>
<td>7.75%</td>
<td>80%</td>
<td>1071</td>
<td>159</td>
<td>3122</td>
<td>41</td>
</tr>
<tr>
<td>4.50%</td>
<td>85%</td>
<td>194</td>
<td>3045</td>
<td>68</td>
<td>68</td>
</tr>
<tr>
<td>2.25%</td>
<td>65%</td>
<td>2156</td>
<td>321</td>
<td>9331</td>
<td>101</td>
</tr>
</tbody>
</table>

### Table 2. Results of the rule pattern “Client ➔ boat”.

<table>
<thead>
<tr>
<th>Number of handled instances (data context size)</th>
<th>Minimum Support</th>
<th>Minimum confidence</th>
<th>Number of generated rules (pertinent rules)</th>
<th>Execution time (hour, minute, second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline approach (No filter)</td>
<td>ARBD approach (use filter)</td>
<td>Baseline approach (use filter)</td>
<td>ARBD approach (use filter)</td>
<td>ARBD approach (use filter)</td>
</tr>
<tr>
<td>3371905</td>
<td>105658</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.25%</td>
<td>75%</td>
<td>1609</td>
<td>26</td>
<td>1h 2m 51s</td>
</tr>
<tr>
<td>12.50%</td>
<td>70%</td>
<td>1830</td>
<td>39</td>
<td>1h 10m 11s</td>
</tr>
<tr>
<td>7.75%</td>
<td>80%</td>
<td>4312</td>
<td>48</td>
<td>1h 51m 2s</td>
</tr>
<tr>
<td>4.50%</td>
<td>85%</td>
<td>7110</td>
<td>89</td>
<td>2h 13m 9s</td>
</tr>
<tr>
<td>2.25%</td>
<td>65%</td>
<td>10556</td>
<td>208</td>
<td>2h 23m 17s</td>
</tr>
</tbody>
</table>
• Third experiment. Our users want to know which product is interesting for a client in a season. The AR is “Client, Season $\rightarrow$ Product”. Their attributes are respectively Code_Client, Code_Season, Code_Product. We can calculate Code_Season from the attribute date (extract month and conclude its season). As the same of the previous experiments, we carry out the execution on this rule by varying the same values for minimum support and confidence, and using or not ARBD. Table.3 shows the results of this experiment. We can perform other experiments, but we will consider just these experiments to analyze and reveal the benefit of ARBD approach in the next section.

We can perform many other experiments on Shipping or other MongoDB collections, nevertheless we will consider just these experiments above to analyze and reveal the benefit of our proposed approach.

6. Results and Discussion

As result, we see that the same numbers of pertinent AR are always found with ARBD or with without (baseline LINA-COD approach). However with ARBD, the context is initially filtered, and the frequent patterns and the target rules are obtained with a very high-speed manner, and we give a high well reduction in all results. As we have explained before, the main reason behind this faster improvement is the filtering of the context. Only itemsets appearing in the rule patterns are considered in the exploration step, and only rules respecting these rule patterns are generated at the end.

The two graphs in Figures 7 and 8 show the great difference between the numbers of pertinent rules generated directly with ARBD and baseline approach for the previous experiments.

In the same way, the graphs at Figures 9, 10 and 11 point up the profit given in execution time related to these experiments. We note the huge difference in execution time and number of generated association rules. As the context increases gradually, this execution time becomes more favourable for the suggested proposal. So, the ARBD approach proves its performance, and becomes very interesting in Big Data context.
7. Conclusions

In this paper, we have discussed the problem of the huge number of rules generated in the association rules technique. To avoid a hard manual post-processing, we have gone over some proposals. We have chosen that integrates users' knowledge by using ontology and rule patterns. The interesting rules are automatically selected after generating all association rules. However, with the emergence of Big Data typically deployed in distributed environments, these proposals are not efficient and need an adjustment.

To deal with this issue, we have presented a new approach called ARBD which uses rule patterns and ontology to filter data before any processing. Only the interesting rules which respect the rule patterns are generated at the end. To verify its efficiency, we have carried out experiments on distributed NoSQL MongoDB data system. After comparing results, we note that the adjustment given by ARBD approach allows reducing significantly the execution time, the number of frequent itemsets. So, the cost of the any post-processing is really minimized especially for Big Data context.

As perspective, we intend to use ARBD approach for other NoSQL systems in various areas like data analytics and semantic web. We plan to extend this work in a large-scale cloud with many nodes, like OpenStack or Eucalyptus to see the gain boundaries. Finally, we are planning to use this proposal and apply it to the interesting NewSQL systems which occupy an attractive place in our perspective.
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