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Abstract: In the last decade, several works proposed their own approaches about the context management for the Internet of Things (IoT). An important issue in such systems is faced by context data distribution with a sufficient level of quality i.e., Quality of Context (QoC). In this paper, a fuzzy logic-based framework is proposed which handles QoC evaluating within distributed context manager and context-aware applications. In addition, IoT contains massive context sources and data. From this issue, we use MapReduce skyline to speed up the computation and introduce parallelism in the processing. This article presents also a solutions provided by the Model Driven Approach (MDA) for modelling the captured context information from different context source.
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1. Introduction

The IoT is the concept that aims to extend the regular Internet to the real-world physical objects. Consequently, a large number of things can be, at any time during their life cycle, either temporarily or permanently, connected to the global network infrastructure [7].

In Internet of Things (IoT), there are numerous applications that are achieved by things collaboration. These applications use context information. There is a need to offer context information to the application layer in order to facilitate the development of new applications. This can be ensured by middleware. Such IoT middleware called context manager assumes to deal with a huge amount of heterogeneous data generated by devices, and transformed them to a high level of abstraction to provide users with valuable output. With the exponential increase in the number of context sources (ex: sensors, social network, web services, etc.,) which offer the same type of context information that satisfies the requirements of the applications.

It has become important to use Quality of Context (QoC) as an essential criterion to select the context source which ensures the quality required by application. In [32], we have a previous study entitled “A Comparative Analysis of Context-Management Approaches for the Internet of Things” which published by The International Arab Journal of Information Technology (IAJIT).

In this study, we evaluated the most popular context management approaches in the IoT using on a set of criteria: heterogeneity, mobility, the influence of the physical world, scalability, security, privacy, QoC, autonomous deployment of entities, characterization multi scales, interoperability, context acquisition, context modeling, context reasoning, context distribution, design method, and tools of implementation proposed for this purpose [32].

An important issue like the criteria of the QoC is missing in the most of the studied approaches. They don’t handle any solution for the QoC that leading an application for good decisions and relevant reactions. There are a few works have presented reviews for managing the QoC [1, 3, 11, 13, 22, 28, 30, 31, 42].

In [22], the authors proposed a generic, expressive and computable QoC Information Model (QoCIM) to handle any QoC criterion within distributed context managers and QoC-aware applications in IoT. QoCIM eases the implementation of generic QoC transformation functions. The purpose of these functions is just to transform low-level information into high-level abstraction information. However, these functions do not reflect the fact of uncertainty of QoC provided by different context sources.

Also, this work does not handle an effective solution for increasing number of data to improve the computation of these functions. In [3, 31, 42], the authors deal only with categorizations and quality modeling in context information to facilitate the programming of context aware applications in pervasive environment. These works do not express any method for evaluating with various criteria of QoC.

In [30], the authors identify mechanisms such as probabilistic logic, fuzzy logic and Bayesian networks for dealing only with uncertainty criteria. However, this method is not enough to really express the overall
quality of information, whereas there are a various criteria which fully represent the QoC.

In [13, 28], the authors used the ontology to model context and its quality in a formal way. This solution achieves a shared semantic understanding of concepts and the relationships that hold among them. Such method is centralized and requires significant computing and storage resources. In [1], the authors are based on the integration of QoC management within the COSMOS platform for ambient environment.

It is a process-oriented based on a set of software components (Context Node, QoC Node) which are organized in hierarchical architecture. However, this method requires time and resources to create a new component of context information and its quality or to update one that already exist. This work does not allow efficient management of context quality because it deals with QoC as a component which has “input-output” and does not handle the imprecision of QoC description provided by different context sources. In [11], the authors presented a technique to combine different QoC metrics to infer the value of confidence on context using fuzzy logic. This work does not handle a solution for increasing number of data and the QoC to improve the computation of their confidence inference system.

Based on our comparative study, we consider the problem of selecting a quality of context according to consumer’s satisfaction-based preferences. However, the fast increasing number of context sources and data, multiple QoC attributes to be considered, pose a big challenge in IoT. To address this issue, in this paper, we propose a MapReduce skyline framework to speed up the computation and introduce parallelism for processing large amounts of context sources (described in Algorithm 2). Moreover, another feature of our proposed approach is using a fuzzy logic-based framework within a context manager (described in Algorithm 3). This feature aims to evaluating the QoC provided by each context source and QoC required by application. Our proposed solution is presented for essential reason: we apply a fuzzy logic to a small number of context sources resultant from map reduce skyline rather than a large number. Therefore, it selects optimal context sources from a large number of context sources by reducing the computation time and cost.

The use of fuzzy-logic is motivated by it problem-solving methodology that can be implemented on any management system regardless of size, complexity of the problem [20]. This solution is an appropriate for being used in representation of non-functional attribute description. It looks like human reasoning for using approximate information provided by different context sources. It can effectively deal with the inherent vagueness and imprecision of QoC description both on the client and on the provider side: The fuzzy sets are suited to specify both the QoC requirements raised by an application and an approximate estimate which a provider can provide. Fuzzy logic was used to help the consumer in selecting the most matched quality of context through giving weights to available context sources.

The contribution of this paper addresses four issues: First, we focus on non-functional parameters of QoC in information description. Second, we propose a generic and extensible way to model the context information and the level of its quality which provided by different context source following a Model Driven Approach (MDA). Thirdly, we present a system model for implementing the skyline operator using MapReduce to handle massive data. Fourthly, we define a fuzzy-based framework for delivering the suitable QoC to user. Finally, we apply our approach in an illustrative example and we demonstrate its validity.

The rest of this paper is organized as follows; In section 2, we formally describe our approach and we prove our choices by a comparative study between different methods exist in literature in section 2.2. The description of our solution is discussed with an illustrative example in section 3. Lastly, we conclude the paper in section 4.

2. Proposed Approach

Our approach shows that a fuzzy-based framework, Map reduce skyline and the methodology of MDA are feasible and necessary for supporting quality of context modeling in IoT.

2.1. Model-Driven Approach

MDA is more suitable for the development of context-aware applications and context management system. Such an approach could facilitate developer’s task at design time, by providing specialized modeling languages, Metamodels and code generation tools [34]. MDA provides a high level of abstraction and it makes available tools and grammars.

This approach allows the construction of context models which may be used to model context information and can be automatically transformed to particular target platforms [39]. The modeling language used in the majority of cases is the Unified Modeling Language (UML) [4].

2.2. Map Reduce Skyline

MapReduce is a programming model and an associated implementation for processing and generating large data sets [10]. Programmers are required to execute only two functions, namely, the map (mapper) and reduce functions (reducer). The skyline is a set of points $\text{SKY}(S) \subseteq (S)$ which are not dominated by any other points. The points in $\text{SKY}(S)$ will be called skyline points [37].

We define our dominance relationship (context
source dominance) as follows: Context source $CS_i$ dominates context source $CS_j$ if and only if $CS_i$ is not worse than $CS_j$ for all QoC criteria and $CS_i$ is better than $CS_j$ for at least one QoC criteria.

To process efficiently skyline computation over a set of N servers in parallel, it is important to partition the dataset to the N servers.

From this issue, we do a comparison study which shows the differences between our proposed partitioning method and other methods exist in literature; our partitioning method based on partitioning the context sources to essential category according to their type (sensor, software component, service component, social network). This method is easy to implement and does not add any computational overhead in order to decide in which partition each context source falls. Generally, the performance cost in this method is better than the other partitioning methods.

In the work [15, 37] cited angle based partitioning method which Maps Cartesian coordinate space into hyper-spherical space.

The data space is partitioned into N partitions on the angular coordinates. The local skyline points reported in this approach are more likely to be global skyline points. This feature leads to smaller network communication costs and smaller processing costs for the merging phase.

But, the processing cost to determine the partition boundaries is not minimized and the fairness (the workload is evenly distributed among all available servers) of this technique depends on the boundaries of each partition, which in turn influence the overall performance of the parallel skyline computation.

In [37], described grid based partitioning method which is based on recursively dividing dimensions of the data space and it defines the boundaries of the partitions in each dimension. Moreover, each partition has approximately the same cardinality of data points; therefore the workload of each server is balanced. But, the server corresponding to the origin of the axes contributes the most to the result set, while several others, especially those far away from the axes, do not contribute at all. Also, each server returns, roughly, an equal amount of local skylines, but most of them do not contribute to the global skyline result set. The merging phase in this method has redundant workload and the communication cost is not minimized.

In [40], cited random partitioning method which is partitioned the data points randomly among the servers (each partition holds a random sample of the data). This method is easy to implement and the performance of random partitioning degrades significantly in the case of specific data distributions. However, the size of the local result sets is not minimized and maybe there are points that belong to the local skyline sets do not belong in the global skyline result set.

A number of algorithms have been proposed in the literature for answering skyline computation; we choose Block Nested Loops (BNL) [37] to do local skyline computation in our solution (described in Algorithm 1). Each data object in this algorithm is compared with every other object in the database. The object is reported only if no other object dominates it.

BNL is widely accepted and easily to be realized compared with other algorithms which are relatively complex. It is strictly correct and complete and it works for all types of domains.

We do a comparison study which shows the differences between BNL and other methods exist in literature: Divide and Conquer (D and C) method [37] divides recursively the entire dataset into several blocks. D and C has a reasonable performance but it does not scale well for large datasets. Sort First Skyline (SFS) method [9] based to presorting the input dataset in an ascending order according to a monotone preference function. This method returns skylines points in a progressive way and decrease the number of comparisons between points. But, it cannot adapt to different user preferences and has to scan the entire dataset to return a complete skyline.

Linear elimination sort for skyline [12] algorithm is an optimized version of SFS which achieves a better average performance. But, it suffers the large number of pre-calculations required during the filter phase. Bitmap [15] algorithm encodes all data into a bitmap structure. The Skyline points are then obtained using only binary operations on the bit vectors. Bitmap is a progressive algorithm which means that it does not need to scan the complete dataset in order to return results. But, each addition, deletion or modification of a dimension or of a point involves the recalculation of all bit vectors. Nearest Neighbor (NN) [15] method is based on nearest neighbor using a given distance (e.g., Manhattan distance). It uses dynamic index structures (R-Tree), which can be incrementally updated.

However, NN has large input and output overhead, especially in high dimensional spaces, due to the recurrent access of the R*-tree. Branch and Bound Skyline (BBS) [27] apply nearest neighbor method to progressively output skyline points from datasets that are indexed by R*-trees. It guarantees the minimum inputs outputs cost and equivalently R-tree page accesses. But, the performance of BBS mainly depends on the size of computed skyline and the dimensionality of data.

2.3. Functioning of our Context Manager

Our approach is not focused on providing a complete software solution that addresses all the requirements needed in IoT paradigm. Instead, we focus on a single problem that is managing the QoC information.

We present our approach: distributed context architecture with components for collection, processing of context information. Our context manager focuses on context processing assuming all the context data are
produced by different context source. As a result, context architecture depicted in Figure 1 intended only to address that specific problem.

Our architecture consists of two layers:
1. Context collection layer.
2. Context processing layer.

Most of the context management middleware always have similar layers with similar principal. We propose a quick walkthrough of these layers:

1. **Context Collection:** This layer appears in most the context management middleware solutions for IoT with different terminologies. This middleware is responsible for collecting the low-level context information from various available sources [21]. These context information and context sources characteristics need to be modeled in this layer. A model at this level will apply to a specific context source to provide a generic modeling solution for expressing the context provider. Our solution follows the MDA to model context provider.

The MDA approach aims to separate the design into two levels:

1. At the top level Platform Independent Model (PIM) which describes the software architecture of the system, but without taking into account the specificities of a particular platform. In the Figure 2 we describe our Meta model to illustrate our PIM which can be used to model the context source.
2. In a lower level, Platform Specific Model (PSM) is an extension of the PIM with concepts specific to a target platform. In this layer, the Model To Text (M2T) transformation extracts the source code from a template [33].

2. **Context Processing:** The context processing layer is responsible for extraction of context information from context collection layer [21]. We develop in this layer a parallel program to process large amounts of datasets (context sources) to improve the efficiency by employing the MapReduce skyline paradigm. Then, we applied the fuzzy logic on final result list generated by MapReduce skyline.

3. **Application Side:** Initially, the end user gives request to context manager to find the list of context sources that are available to satisfy its need. User requirements are generally non-quantifiable. These requirements can be captured based on linguistic variables.

QoC for application request is defined by three elements:

  a. **Quality Criteria:** is the quality criteria in application requests.
  b. **Weigh Criteria:** design the importance which requester assigns to the quality criteria.
  c. **Quality Expectations:** is requester’s expectations of the quality parameter based on linguistic terms.

4. **Context Source Side:** QoC for context source guarantee is defined by two elements: quality criterion in context source guarantee, and the level of quality of the context data that the producer is able to provide. This level of quality takes a value between [0, 1].

We first assess context sources qualities (precision, completeness, etc.,) according to the properties of each context sources. Each QoC criteria takes a value between [0, 1]. Then, we propose to apply two methods (described in Algorithms 2 and 3):
• First Method: MapReduce skyline consists of two processes:

1. The Map Process: context sources are partitioned by the master server into multiple data blocks based on the various QoC criteria. There are many partitioning techniques in order to divide the data to be processed in parallel (our partitioning method compared to other methods which described in section 2.2). Then, the local skylines from context sources are generated in subdivided data blocks.

2. The Reduce Process: this function computes the global skylines from the local skylines generated in map process.

• Second Method: fuzzy logic:

We apply fuzzy logic on global skylines list generated in the first method. The fuzzy logic transforms the QoC criteria values of each context source in the global skylines list into fuzzy values using membership functions. The result of these membership functions allows the inference rules to derive the utility values of each context source.

We describe these two methods by applying our proposed algorithms (Algorithms 2 and 3). For this purpose, we adopt on the BNL algorithm (Algorithm 1) proposed by Borzsonyi et al. in [5] as follows:

Algorithm 1: SkylineBNL

Input: input of the Skyline operation (set of points M)
Output: output of the Skyline operation (set of points R)
Begin algorithm 1
// Initialization: R: =∅, T: =∅, S: =∅; CountIn: =0; CountOut: =0;
While: T EOF (M) do begin
For each p ∈ S do // transfer points which have been compared to all point;
If TimeStamp (p) = CountIn then save(R,p), release(p);
Load (M,p), TimeStamp(p):=CountOut; //load next point CountIn: =CountIn+1;
For each q ∈ S \{p\} do begin // compare p with all points q;
If p > q then release (p), break;
If p < q then release (q);
End for.
End if
If MemoryAvailable then begin
Save (T,p), release(p); CountOut: =CountOut+1;
End if
If EOF (M) then begin
M: = T, T: =∅; CountIn: =0, CountOut: =0
End if
End while
For each p ∈ S do save (R,p), release(p);
Return R;
End Algorithm 1

Our proposed algorithms as follows:

Algorithm 2: Map reduce skyline

Input: Different Context Sources (CS) (sensors, social network, software applications, web services ...); Output: The list of global skylines (GS);
Begin Algorithm 2
// Apply our proposed partitioning method which based to classify the context source into categories (Sensor, Software component, service component, Social Network) to obtain the partitions list Pi (Sensor partition, Social Network partition, Software component partition, Service component partition);
For each CS ∈ CS do begin
If (CS == Sensor) then Sensor partition ↦ CSI;
Else begin
If (CS == social network) then Social Network partition ↦ CSI;
Else begin
If (CS == service) then Service component partition ↦ CSI;
End else
End else
End else
End for.
For each partitioned block Pi (context source category) do begin
// Compute Local Skyline LSi from context sources CS using BNL described in algorithm 1);
LSi ↦ BNL (Pi);
Output (Pi, LSi) End for.
// Compute the Global Skylines GS from the Local Skylines LSi using BNL);
GS ↦ BNL (LSi, ..,LSn);
Output (GS);
End Algorithm 2

Algorithm 3: Fuzzy logic

Input: GS;
Output: Weigh of each context source in global skyline list based on the linguistic terms (WCS);
Begin
// Apply the fuzzification using one of the membership functions (ex: triangular membership functions);
For each CSi ∈ GS (context source in global skyline) do
// Fuzzification (input: QoC Criteria values (QC), output: QoC Criteria based on the linguistic terms (QC_linguistic));
QC_linguistic ↦ Fuzzification (QC);
// Inference rules;
WCS ↦ Inference rules (QC_linguistic);
End for.
End

Algorithm 3// context source which has the higher weigh is the selected candidate;

The first proposed algorithm is based on partitioning the grand number of context sources which provide the same type of context information requested by an application. Our partitioning method is based to classify the context source into categories. Then, we compute the local skylines of each context source category (context sources are not dominated by any other context source in partition Pi) according to application preferences by using the method skyline BNL.

Finally, local skylines are merged into a global skyline by using also method skyline BNL.

In the second proposed algorithm, we apply the fuzzy logic only on the global skylines list which has
the most matched with application request from context sources. Due to our generated inferences rules, we select the context source which has the higher weight to satisfy the need of application.

3. An Illustrative Example

QoC criteria indicate the quality of context information from different aspects by different parameters. There are many researches in literature that defined QoC metrics are precision [25], Accuracy [18], Timeliness [18], Up-to dateness [6], Coverage [25], Trustworthiness [6], Completeness [16], Probability of Correctness [16], Reliability [18], Significance [11], Usability [18], Representation Consistency [11], Access Right [18] and Granularity [18].

At first, we introduce some research for computing the QoC metrics according to context source type as follows in Table 1:

<table>
<thead>
<tr>
<th>Context sources</th>
<th>Evaluation methods of QoC metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any Social Network [36]</td>
<td>Soler computed QoC metrics for social network according to the properties of this network (The size of the network, The stability of social support...), and the Degree centrality (is a measure that indicates how well connected an actor is within the network).</td>
</tr>
<tr>
<td>Any service component [24]</td>
<td>Menasce [24] described the non functional characteristics of web services. The quality of information provided by web service corresponds to the quality of service QoS.</td>
</tr>
<tr>
<td>Any Software component [35]</td>
<td>Sharma et al. [35] uses Analytical Hierarchy Process (AHP) to assign the weight values to the characteristics for the proposed model. These weight values are then used to evaluate the quality contribution of sub-criteria, criteria and finally, the overall quality of the software component by using the appropriate metrics.</td>
</tr>
</tbody>
</table>

We choose these four methods for QoC measurement of each context source category because they have a low processing cost and they are easy to use compared to other methods. We consider following QoC criteria in this example just to clarify our proposed solution: Precision, Accuracy. Let us assume that Table 2 shows the calculated QoC criteria values by using the methods described in Table 1.

In order to verify our solution, we apply Algorithm 2 (MapReduce skyline) in our example data. The first step of the map reduce skyline is using one of the partitioning methods. We propose in this example the partitioning according to context source category (sensors, software component, service component, social network).

In this method, each partition processes the query independently. In this case, we obtain that: Sensor partition P1={ sensor 1, sensor 2, and sensor 3}, Social Network partition P2={ social network 1, social network 2} and Software component partition P3={ software 1, software 2, and software 3}. Then, we compute within each small partition the local skylines context sources by using BNL. Consequently, we focus on how to perform distributed computation skyline to retrieve the meaningful subset of local skyline context sources of each partition according to user preference. We need to address the order of criterions according to their importance. The importance of each criteria stems from the application request. The more important criteria are the higher priority which should take into account and the others are negligible.

In our example, Assuming that an application is interested about information which has a high precision and medium accuracy and these two QoC criteria has an equal importance. In this case, the local skylines based on the BNL for the Sensor partition P1, Social Network P2, and Software component P3 is interesting about:

1. According to the dominance definition, a context source dominates another context source because it has higher precision and accuracy. Thus, the skyline points are the best possible tradeoffs between precision and accuracy.
2. Retrieve a context source as local skyline if it is better than or equal to any context sources in all QoC criteria.
3. Eliminate context sources dominated by others in the partition.

- The Local Skyline List is:
  - For Sensor partition P1: sensor 2 and sensor 3
  - For Social Network partition P2: social network 1 and social network 2.
  - For Software component P3: software 1, software 2.

So, the local skyline list LS after the computation is: { sensor 2, sensor 3, social network 1, social network 2, software 1, and software 2 }. Then, the local skyline list LS are merged and integrated into a global skyline by using BNL. Finally, the global skyline GS list is: { software 1, sensor 3, and software 2 }. Based on the result of global skylines, we select the context source which is the most matched to request application by applying Algorithm 3 (fuzzy logic).

The QoC criteria values are fuzzified using three triangular membership functions: \( F_d(x) \), \( F_a(x) \), and \( F_t(x) \). These membership functions are presented in...
Equations (1), (2), and (3), respectively. They assess high, medium, and low membership values of QoC criteria, respectively [41]:

\[
F_m(x) = \begin{cases} \frac{x-c}{d-c} & \text{if } c \leq x \leq d \\ \frac{e-x}{e-c} & \text{if } d < x \leq e \\ 0 & \text{otherwise} \end{cases} \tag{1}
\]

\[
F_m(x) = \begin{cases} \frac{x-b}{c-b} & \text{if } b \leq x \leq c \\ \frac{e-x}{e-b} & \text{if } c < x \leq e \\ 0 & \text{otherwise} \end{cases} \tag{2}
\]

\[
F_l(x) = \begin{cases} \frac{x-a}{a-c} & \text{if } a \leq x \leq b \\ \frac{e-x}{e-c} & \text{if } b < x \leq e \\ 0 & \text{otherwise} \end{cases} \tag{3}
\]

Where the constants: \(a, b, c, d\) and \(e\) are provided by an expert depending on the data. This function is simple and it takes the user values, then map directly to the fuzzy set. For systems that need significant dynamic variation in a short period of time, a triangular should be utilized [41]. If we put: \(a=0; b=0.1; c=0.6; d=1; e=0.3\), we obtain the following fuzzy values (described in Table 3):

<table>
<thead>
<tr>
<th>Global skyline list</th>
<th>Precision</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software 1</td>
<td>0 % high</td>
<td>0 % high</td>
</tr>
<tr>
<td></td>
<td>40 % medium</td>
<td>100 % medium</td>
</tr>
<tr>
<td></td>
<td>60 % low</td>
<td>0 % low</td>
</tr>
<tr>
<td>Sensor 3</td>
<td>0 % high</td>
<td>0 % high</td>
</tr>
<tr>
<td></td>
<td>0 % medium</td>
<td>50 % high</td>
</tr>
<tr>
<td></td>
<td>100 % low</td>
<td>0 % low</td>
</tr>
<tr>
<td>Software 2</td>
<td>25 % high</td>
<td>0 % high</td>
</tr>
<tr>
<td></td>
<td>25 % medium</td>
<td>80 % medium</td>
</tr>
<tr>
<td></td>
<td>0 % low</td>
<td>20 % low</td>
</tr>
</tbody>
</table>

The next step of fuzzy logic is the inference rules which are written by the designer of fuzzy system based on knowledge that he has. We perform inference rules for software 1, sensor 3 and software 2. The inference rules generated are:

- For software 1:
  - IF Precision 0% high AND Accuracy 0% high THEN (Weight-Software1) 0% high.
  - IF Precision 0% high AND Accuracy 100% medium THEN (Weight-Software1) 0% high.
  - IF Precision 0% high AND Accuracy 0% low THEN (Weight-Software1) 0% low.
  - IF Precision 40% medium AND Accuracy 0% high THEN (Weight-Software1) 0% high.
  - IF Precision 40% medium AND Accuracy 100% medium THEN (Weight-Software1) 40% medium.
  - IF Precision 40% medium AND Accuracy 0% low THEN (Weight-Software1) 0% low.
  - IF Precision 60% low AND Accuracy 0% high THEN (Weight-Software1) 0% high.
  - IF Precision 60% low AND Accuracy 100% medium THEN (Weight-Software1) 60% low.
  - IF Precision 60% low AND Accuracy 0% low THEN (Weight-Software1) 0% low.

- For sensor 3:
  - IF Precision 0% high AND Accuracy 50% high THEN (Weight-Sensor 3) 0% high.
  - IF Precision 0% high AND Accuracy 50% medium THEN (Weight-Sensor 3) 0% high.
  - IF Precision 0% high AND Accuracy 0% low THEN (Weight-Sensor 3) 0% low.
  - IF Precision 0% medium AND Accuracy 50% high THEN (Weight-Sensor 3) 0% medium.
  - IF Precision 0% medium AND Accuracy 50% medium THEN (Weight-Sensor 3) 0% medium.
  - IF Precision 0% medium AND Accuracy 0% low THEN (Weight-Sensor 3) 0% medium.
  - IF Precision 100% low AND Accuracy 50% high THEN (Weight-Sensor 3) 50% high.
  - IF Precision 100% low AND Accuracy 50% medium THEN (Weight-Sensor 3) 50% medium.
  - IF Precision 100% low AND Accuracy 0% low THEN (Weight-Sensor 3) 0% low.

- For software 2:
  - IF Precision 75% high AND Accuracy 0% high THEN (Weight-Software2) 0% high.
  - IF Precision 75% high AND Accuracy 80% medium THEN (Weight-Software2) 75 % high.
  - IF Precision 75% high AND Accuracy 20% low THEN (Weight-Software2) 20% low.
  - IF Precision 25% medium AND Accuracy 0% high THEN (Weight-Software2) 0% high.
  - IF Precision 25% medium AND Accuracy 80% medium THEN (Weight-Software2) 25% medium.
  - IF Precision 25% medium AND Accuracy 20% low THEN (Weight-Software2) 20% low.
  - IF Precision 0% low AND Accuracy 0% high THEN (Weight-Software2) 0% low.
  - IF Precision 0% low AND Accuracy 80% medium THEN (Weight-Software2) 0% low.
  - IF Precision 0% low AND Accuracy 20% low THEN (Weight-Software2) 0% low.

We based in our inference rules to AND operator which corresponds to the MIN operator. In our inference rules, we have several rules that generate several values of the same linguistic variable, we can choose an operator OR to combine the values of the same variable.

For example, we have four rules that generate the linguistic variable “high”: weight-Software2 4 is high to 0% and 75%. If we use an operator OR (Maximum operator), the variable “weight-Software2 4 is high” will have a final value of 75%. Therefore:

- For software2, we obtain: weight-Software 2 is high to 75%, medium to 25% and 0% low.
• For sensor 3, we obtain: weight-Sensor 3 is high to 50%, medium to 50% and 0% low.
• For software 1, we obtain: weight-Software 1 is high to 0%, medium to 40% and 60% low.
• Finally, the software 2 has the higher weigh so it is the selected candidate.

4. Conclusions
In this paper, a fuzzy logic-based framework was proposed for QoC management in IoT. We use QoC parameters for context sources selection. The selection process allows getting the best-fitting information which satisfy user request. This process evaluates QoC criteria of context sources and context consumers. Moreover, in our proposed approach we consider the parallel distributed MapReduce skyline to speed up the computation process and to handle massive context sources and data. Furthermore, in this framework, we use a solution for designing context source and define their captured information following a MDA. This last is best suited for developers with independence between the business logic and the technological aspect. Our future work is to apply the proposed approach on a real dataset of context source guarantee and application requirements.
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