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Abstract: Signature-based malware detection algorithms are facing challenges to cope with the massive number of threats in 

the Android environment. In this paper, conversation-level network traffic features are extracted and used in a supervised-

based model. This model was used to enhance the process of Android malware detection, categorization, and family 

classification. The model employs the ensemble learning technique in order to select the most useful features among the 

extracted features. A real-world dataset called CICAndMal2017 was used in this paper. The results show that Extra-trees 

classifier had achieved the highest weighted accuracy percentage among the other classifiers by 87.75%, 79.97%, and 

66.71%for malware detection, malware categorization, and malware family classification respectively. A comparison with 

another study that uses the same dataset was made. This study has achieved a significant enhancement in malware family 

classification and malware categorization. For malware family classification, the enhancement was 39.71% for precision and 

41.09% for recall. The rate of enhancement for the Android malware categorization was 30.2% and 31.14% for precision and 

recall, respectively.  

Keywords: Information Security, Android Malware, Network Traffic Analysis, Conversation-level Features, and Machine 

Learning. 

Received February 19, 2020; accepted June 9, 2020  

https://doi.org/10.34028/iajit/17/4A/4 
 

 

1. Introduction 

Nowadays, smartphones are not only for making phone 

calls as it was before. It is now a tool for holding 

personal information, health care, payment, and more e-

services. As a result, the number of smartphone users in 

2019 has increased by 5.9% more than in 2018 [30]. 

According to a report prepared by International Data 

Corporation (IDC) [17], the Android operating system 

is the most popular operating system for smartphones in 

2019. It has an 86.7% market share more than any other 

smartphone's operating system. Android is a Linux 

based open-source operating system developed by 

Google [23]. It was invented in 2003, whereas the first 

Android smartphone was invented in 2008 [28].  

“Google Play” is an official market store offered by 

Google [13].Google Play offers more than two and a 

half million applications [29]. However, this store is not 

the only source of Android applications; many other 

unofficial third-party application developers exist. 

Along with such a massive number of applications, the 

number of potential security and privacy issues by 

malware is increased [18, 26]. 

In order to reduce the risks of malware and other 

malicious applications, Google released a machine 

learning ecosystem under the name of “Play Protect” 

[12]. It is designed to detect malware before and after 

uploading applications to the market. In spite of this 

control process, more than 132 thousand malware was 

detected in the first quarter of 2018 [8], two million 

Android users were infected by “False-Guide” botnet 

in 2016 [25] as well as, half-million users were 

infected by thirteen different malware from 

applications that were uploaded to Google play market 

[35]. Unfortunately, Android smartphones still a target 

for cybercriminals. 

The risks of malware are growing, and so are the 

efforts to mitigate their risks. In this respect, security 

researchers employ two methods to detect malware: 

the static-based method that aims to analyze the 

malware without running it and the dynamic-based 

method that monitors the malware behavior inside an 

isolated environment (i.e., monitoring the generated 

traffic of malware) [5]. Both methods can be used by 

machine learning to enhance malware detection. 

 The contribution of this study is  

a) Distinguishing the most effective network traffic 

features.  

b) Determining the best machine learning algorithm 

(out of three classifiers) for detecting, categorizing 

and classifying of malware. 

c) Providing a comparison between this study and 

related studies that used the same dataset. 

d) Enhancing the used dataset “CICAndMal2017”. 
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This paper is an extension of [1]. In the previous 

conference paper, a model was designed to detect the 

existence of Android malware as well as categorize 

them. In this extension, the authors apply the same 

model to do malware family classification besides 

detection and malware categorization. The model was 

tested and validated using the same dataset. 

This remainder of this paper is organized as follows. 

Section 2 introduces the dataset that is used in this 

study known as CICAndMal2017. Section 3explores 

the results of some recent related works. Section 

4describes the proposed model. Section 5 presents the 

experimental environment and shows the results. 

Section 6 compares the results of this study with 

another study using the same dataset. Finally, section 7 

concludes this research. 

2. CICANDMAL2017 Dataset 

After reviewing the most comprehensive and coherent 

set of related publications, we found that the Canadian 

Institute for Cybersecurity (CIC) [19] provides a 

competent real-world dataset called CICAndMal2017. 

CIC build their dataset in a way that reduces the 

drawbacks and shortcomings of the earlier dataset.  

As a starting point, the CIC collected more than four 

thousand malware applications from different 

resources, such as VirusTotal [34] and Contagiodumpst 

[24]. Moreover, more than six thousand benign 

applications published during 2015, 2016, and 2017 

and uploaded to Google play market were collected. 

However, CIC has only managed to install 5 thousand 

of them (malware 429 and benign 5,065) on real 

android smartphones to conduct a real-world 

environment. Finally, CIC connected Android 

smartphones to a hotspot computer to capture network 

traffic in Capture Packet (PCAP) format using 

TCPDUMP software [32]. The CIC offered the dataset 

in two formats: CSV files generated by CIC Flow meter 

(2126 CSV file) and PCAP files (more than 20 

gigabytes of captured network traffic). In this paper, the 

PCAP files are used. 

To deal with some advanced malware that uses the 

time delay technique to escape dynamic analysis, the 

CIC captured the network traffic in three different 

times: After malware installation directly, fifteen 

minutes before rebooting and fifteen minutes after 

rebooting. 

CICAndMal2017 has multiple levels of labeling. At 

the first level, the PCAP files are grouped into two 

categories: benign or malware. In the second level, 

malware types are categorized into four categories: 

 Adware: Adware automatically displays advertising 

materials and aims to collect the highest number of 

clicks or views on unwanted advertisement banners 

[2]. 

 Ransomware: A malicious application aims to 

block access over computer resources. For 

example, it can encryptusers’files to extort them to 

pay money for decrypting their files or unlocking 

their devices [21].  

 Scareware: This type of malware tries to scare users 

to let them purchase unnecessary and potentially 

dangerous software applications [14]. 

 SMS malware: A malware that makes unauthorized 

calls or/and sends SMS messages without user 

consent. The malware owner can operate the 

infected devices as a premium channel for SMS 

services [16]. 
 

Note that these different malware categories can do 

other malicious activities. For example, they can steal 

users' financial information and sending them to 

command and control servers [11, 33]. 

At the third level, each malware that was 

categorized in one of the above four categories is 

classified into its family type. Some of these types 

associated with its malware category are shown in 

Table 1. 

Table 1. Malware category and family types. 

Category Family Type 

Adware 

Ewind koodous Kemoge 

Dowgin Mobidash Youmi 

Feiwo Selfmite Shuanet 

Gooligan 

Ransomware 

Charger Pletor LockerPin 

Jisut PornDroid Svpeng 

Koler RansomBO WannaLocker 

Simplocker 

Scareware 

AndroidDefender FakeAV FakeApp.AL 

AndroidSpy.277 FakeJobOffer FakeAV 

AV for Android FakeTaoBao FakeApp 

AVpass Penetho VirusShield 

SMS Malware 

BeanBot Jifake FakeNotify 

Biige Mazarbot SMSsniffer 

FakeInst Nandrobox FakeMart 

Plankton 

3. Related Work 

In [15], a new method was introduced to detect 

android malware using edge computing and traffic 

clustering. First, the authors sent the android devices 

traffic to the edge server. Second, the edge server 

extracts mobile traffic content features (i.e., extracted 

plaintext from HTTP flows) and traffic behavior (i.e., 

packet intervals) and sent them to the cloud platform. 

Finally, they calculated the similarities between 

applications and clusters to detect the malware 

automatically. They used similarity methods: TF-IDF 

algorithm and cosine similarity. For evaluating their 

method, they used 400 android application. Note that 

the data set was not published online because of 

privacy concerns. The final average accuracy for their 

model was 96.9%. 

In [7], the author used the Long Short Term 

Memory (LSTM) based deep learning framework on 

detecting malware of type ransom ware. Two 
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categories of CICAndMal2017 dataset were selected in 

this study: benign and ransomware. Furthermore, they 

selected the top 19 flow-level features using 8 feature 

selection algorithms such as Chi-Square and 

information gain. The accuracy, recall, and F1-score 

results of their model were 97%. 

In [9] a part of the CICAndMal2017 dataset was 

used; the researchers choose one PCAP file for each 

malware family. Their chosen samples were taken 

randomly. Features were extracted from PCAP files 

using two steps. The first step: a Java program was 

developed to separate network flows using the flow-

level technique. Then, fifteen features were extracted, 

using a python program. One of the features was the 

minimum size of the sent packet within a flow. Three 

supervised machine-learning classifiers were used. The 

classifiers were K-Nearest Neighbours, Random forest 

and Decision Tree. They classify instances into two 

categories: malware and benign. Then, classifying 

malware instances into three categories: Adware, 

Ransom ware, and Scareware. The authors use three 

measures: recall, precision, and F-score. 

For malware-benign classification, the results show 

that the Random Forest classifier has obtained the 

highest results by 92% for F-score and 95% for 

precision as well as recall. The other classifiers gained 

more than 85% of all used measures. Formal ware 

classification, the selected classifiers achieved more 

than 80% for the chosen measures. Similar to malware-

benign classification, the Random Forest classifier 

gained the highest results by 84% for recall, precision 

and F-score. The researchers did not show the results if 

the full dataset was used. 

In [19], CICAndMal2017 dataset was used. CIC 

researchers extracted network traffic flow-level 

features. Two algorithms for feature selection were 

used: Information Gain (IG) and Correlation-based 

Feature Selection (CFS). The two algorithms select 

nine features. Three machine learning classifiers were 

used to evaluate their model, namely: Decision Tree, 

Random Forests, and K-Nearest (KNN). The classifiers 

categorized malware in three scenarios: malware binary 

detection, malware category classification and malware 

families' characterization. 

The results show that network traffic flow-level 

features are useful for binary detection, but not for the 

other scenarios. For clarification, the three classifiers 

gained 85% precisionon average and 88% for recall 

measure for binary detection. On the other hand, 

malware category classification achieved less than 50% 

for precision and recall, and less than 20% for precision 

and recall for the family classification. 

In [38], the Decision Tree (J48) algorithm was used 

to detect malware traffic. They used 700 samples; 200 

samples are malware from Drebin [6] and 

Contagiodumpst datasets, and 500 benign samples from 

Google play market. Network traffic of these samples 

was captured on a real smartphone using 

“tpacketcapture” [31]. The authors extracted seven 

features from the captured traffic. Finally, they 

calculated the accuracy for Drebin and 

Contagiodumpst datasets, and the results were 98.4% 

and 97.6%, respectively. 

In [20], a new model was proposed to detect and 

categorize Android malware based on network traffic 

features. The authors collected the generated network 

traffic of 1500 benign applications as well as 400 

general malware and adware. Next, they used feature 

selection algorithms such as IG and CFS to select the 

most useful features. Finally, supervised machine 

learning classifiers were used to detect and categorize 

malware. The proposed model achieved more than 

90% average accuracy and precision.  

In [4], network traffic features of Android malware 

are prioritized based on IG and Chi-Square tests. Next, 

network traffic features were minimized using a 

proposed algorithm to enhance the detection accuracy 

and reduce the time for training and testing phases. 

Statistical analysis techniques were used to rank 

features. The proposed algorithm finds that 9 out of 22 

features are adequate for higher detection accuracy. 

Likewise, the study results show that it can reduce the 

time for training and testing phases 50% and 30%, 

respectively. 

In [27], the researchers proposed a technique to 

detect Android malware based on network traffic 

using Decision Tree classifier. First, they selected 100 

malware samples that generate network traffic from 

the Genome project dataset [37]. Second, they 

captured malware and benign applications network 

traffic using a real smartphone by “tpacketcapture” 

application. Third, the authors analyzed sixteen 

features and picked eight among them. Finally, 

Decision Tree was used to classify network. The 

accuracy of this proposed technique was more than 

90%. 

4. Proposed Model 

In this section, an enhanced model based on the 

conversation-level feature is presented. The objective 

of this model is to increase the accuracy for mainly 

three scenarios: malware binary detection, malware 

categorization and malware family classification. 

The proposed model is a sequence of four phases; 

analysis and feature extraction, data cleaning, feature 

extraction and finally training and testing. Figure 1 

shows these phases. A detail description of each phase 

in this model is given below. 
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Figure 1. The four phases of the proposed model. 

 Phase 1: Analysis and Feature Extraction 

In this phase, the CICAndMal2017 dataset is analyzed 

in order to extract the most useful conversation-level 

features. The network traffic can be viewed as a set of 

conversations. Each conversation is represented as a 

statistical summary of network flows with the same 

two-tuples (source IP and destination IP) [22].The idea 

behind the conversation-level approach is to capture 

who is talking to whom. It is widely used in peer-to-

peer applications and botnet detection. An essential 

advantage of this approach is that it can detect malware 

that uses port randomizes technique. 

 

 Phase 2: Data Cleaning 

This phase aims to clean the dataset from any unuseful 

instances and features. Some instances may affect the 

detection accuracy negatively, such as instances with 

Google DNS IP address or internal routing network 

traffic. Therefore all internal routing and Google DNS 

instances are removed. Moreover, all flow 

identification features will be removed, such as source 

IP and Destination IP.  

Next, the cleaned dataset will be divided into two 

sub-datasets:a training set and a testing set (80% - 20% 

respectively).  

 

 Phase 3: Feature Selection 

In this phase, the most useful features will be selected. 

One way to do that is through the use of the ensemble 

learning technique. This technique uses multiple 

machine learning algorithms for the same task, which 

can lead to better accuracy [36]. In this model, three 

feature selection algorithms were used; Random Forest 

(RF), Recursive Feature Elimination (RFE) and Light 

GBM. The selected features are those ones that receive 

more votes (i.e., each feature that is selected by at least 

two algorithms will be considered in the next steps). 

Figure 2 shows the steps of this phase. Note that 

these steps will be done for each scenario separately. 

Figure 3 explains the voting process for a single 

feature. 

 

 

Figure 2. Feature selection steps. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Feature selection example. 

 Phase 4: Training and Testing 

Extra Trees, Random Forest, and Decision Tree are 

trained using the cleaned dataset that was prepared in 

the previous phase. In like manner, these classifiers 

were evaluated with the testing set. Three selected 

measures have been calculated for each classifier. 

These measures are weighted accuracy, weighted 

precision, as well as weighted recall. 

5. Experiments Details and Results 

All experiments have been conducted on the Microsoft 

Windows 10 Professional (64-bit) version with a 

second-generation 2.20 GHz Intel Core i7 processor 

and 16 GB of memory. Python 3.7.0 was chosen for 

data pre-processing, feature selection, and model 

building because of its productive and useful libraries 

for such tasks. 

One tool that uses the conversation-level technique 

is the PeerShark tool [22]. The available version of 

this tool extracts six features only. Since it is an open-

source tool, it can be enhanced to adopt new features. 

Therefore, a new fourteen conversation-level features 

were developed (E1-E14). Table 2 list these features. 

After executing the cleaning phase, the number of 

removed instances was 798 instances for the first 

scenario and 456 instances for the second and the third 

scenario. Only two identification features were 

removed: source IP and destination IP. Table 3 shows 

the number of instances grouped by scenario number. 

RFE 

LightGBM 

RF 

Selected 

features Voting 

1-Analysis and feature 

extraction 

2-Data Cleaning 

3-Feature Selection 

4-Training and Testing 

2 

RFE RF 

1 0 1 

LightGBM 

Number of votes 

(Maximum 3 and minimum 0) 

 

 
Voting: (1) If the feature is 

selected (0) ifthe feature is not 

selected 

 

 

Feature selection 
algorithms 

 

 
Feature A 

(For example: Flow duration) 
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In the feature selection phase and after executing the 

ensemble learning technique, nine features were 

selected. Table 4 lists these selected features for the 

three scenarios. 

Table 2. Peershark basic and extended features. 

# Feature name Description 

1 SourceIP The source IP of the conversation 

2 DestinationIP The destination IP Source 

3 NoOfPackets Number of packets during the conversation 

4 NoOfBytes Number of bytes during the conversation 

5 InterArrivaltime Median of inter-arrival time of packets 

6 DurationInSeconds Duration time of a connection in seconds 

E1 NoOfPacketSizeFWD Number of byte per forward packet 

E2 NoOfPacketSizeBWD Number of byte per backward packet 

E3 PacketPerSecFWD The forward packet per second 

E4 PacketPerSecBWD The backward packet per second 

E5 PKTFwdnum Total number of forward packets 

E6 PKTBwdnum Total number of backward packets 

E7 ByteFwdnum Total number of forward bytes 

E8 ByteBwdnum Total number of backward bytes 

E9 BytePerFlow 
Number of byte per flow within the 

conversation 

E10 PacketPerFlow 
Number of packets per flow within the 

conversation 

E11 FWDBytePerFlow 
Number of forward bytes per flow within the 

conversation 

E12 BWDBytePerFlow 
Number of backward bytes per flow within the 

conversation 

E13 FWDPacketPerFlow 
Number of forward packets per flow within the 

conversation 

E14 BWDPacketPerFlow 
Number of backward packets per flow within 

the conversation 

Table 3. Number of instances for training and testing dataset. 

 
Set Name Number of instances 

First Scenario 
Training set 244,594 

Testing set 61,149 

Second Scenario 
Training set 121,084 

Testing set 30,271 

Third Scenario 
Training set 121,084 

Testing set 30,271 

Table 4. Selected features for all scenarios. 

# 
First Scenario 

Selected Features 

Second Scenario 

Selected Features 

Third Scenario 

Selected Features 

1 DurationInSeconds NoOfBytes InterArrivaltimet 

2 NoOfPacketSizeFWD DurationInSeconds DurationInSeconds 

3 InterArrivaltimet BytePerFlow PacketPerSecFWD 

4 FWDBytePerFlow BWDBytePerFlow PacketPerSecBWD 

5 PacketPerSecFWD PacketPerSecFWD PacketPerFlow 

6 PacketPerSecBWD PacketPerSecBWD NoOfPackets 

7 PacketPerFlow NoOfPacketSizeFWD NoOfBytes 

8 NoOfBytes NoOfPacketSizeBWD FWDPacketPerFlow 

9 FWDPacketPerFlow NoOfBytes NoOfPacketSizeFWD 

 

In the last phase, the three classifiers were trained 

and tested. The selected measures have been calculated 

for each classifier. Tables 5, 6, and 7 show the 

calculated measures for the first scenario, the second 

scenario, and the third scenario. 

The listed results show that the Extra-Trees 

classifier achieved the highest accuracy, precision, and 

recall, among other classifiers for the three scenarios. 

On the other hand, the decision tree classifier achieved 

the lowest results.  

Table 5. First scenario training and testing phase results. 

# Name 
Weighted 

Accuracy 

Weighted 

Precision 

Weighted 

Recall 

1 Extra Trees 87.75% 89.35% 85.33% 

2 Random Forest 86.65% 89.00% 83.22% 

3 Decision Tree 86.12% 85.76% 86.16% 

Table 6. Second scenario training and testing phase results. 

# Name 
Weighted 

Accuracy 

Weighted 

Precision 

Weighted 

Recall 

1 Extra Trees 79.97% 80.24% 79.73% 

2 Random Forest 79.91% 80.20% 79.64% 

3 Decision Tree 77.13% 77.07% 77.06% 

Table 7. Third scenario training and testing phase results. 

# Name 
Weighted 

Accuracy 

Weighted 

Precision 

Weighted 

Recall 

1 Extra Trees 66.71% 67.26% 66.85% 

2 Random Forest 66.64% 67.21% 66.59% 

3 Decision Tree 65.44% 65.20% 65.70% 

6. Results Comparison 

One main goal of this research is to enhance the 

detection accuracy achieved by other related studies 

that use the same dataset. Therefore, the achieved 

results in this research are compared with the results 

published in [19]. This published study is the only one 

provided by the Canadian Institute for Cybersecurity 

(CIC) and uses the same and full dataset.  

First of all, the CIC study employs a different 

feature extraction technique. CIC extractsflow-level 

features [3] using the CICFlowMeter-V3 [10], 

whereas our study extracts the conversation-level 

features using PeerShark. A flow is considered as a 

statistical summary of packets with the same five 

features (source IP, destination IP, source port, 

destination port, and protocol). 

To compare the results of both studies, we rely on 

the results that were achieved using common 

classifiers and measures. The selected classifiers are 

random forest and decision tree, while the selected 

measures are weighted recall and weighted precision. 

Table 8 shows the results obtained in each study for 

each scenario after calculating the two measures. 

Figures 4, 5, and 6 visualize the results shown in 

Table 8. These results can be illustrated as follows: 

 The first scenario (Binary detection): Figure 4 

reveals that this study result is higher than the CIC 

study by (0.85%) precision and (0.7%) recall for 

the random forest algorithm. Also, the decision tree 

algorithm achieved better precision in this model 

by (0.66%) but less recall (1.84%). 

 The second scenario (Malware categorization): 

Figure 5 confirms that this study achieved more 

significant results than the CIC for precision and 

recall by around (30%). This enhancement proves 



612                                             The International Arab Journal of Information Technology, Vol. 17, No. 4A, Special Issue 2020 

that conversation-level features are more suitable for 

malware categorization than flow-level features. 

 The third scenario (Family classification): this model 

achieved higher results than the CIC model. Figure 6 

expresses the enhancement gained in precision and 

recall by (39.71%) and (41.09%) respectively for 

Random forest algorithm. Also, it shows the 

improvement for decision tree algorithm by 

(38.54%) precision and (45.1%) recall. 

Table 8. Training and testing phase results comparison.  

Scenario Model 
Random Forest Decision Tree 
PRa % RCb % PRa % RCb % 

First scenario 
New Model 86.65 89 85.76 86.16 

CIC 85.8 88.3 85.1 88 

Second 

scenario 

New Model 80.20 79.64 77.07 77.06 

CIC 49.9 48.5 47.8 45.9 

Third scenario 
New Model 67.21 66.59 65.20 65.70 

CIC 27.50 25.50 26.66 20.06 

  a. weighted precision 
b. weighted recall 

 

 
Figure 4. Binary detection comparison for both studies. 

 
Figure 5. Malware categorization comparison for both studies. 

 
Figure 6. Malware family classification comparison for both studies. 

 

 

7. Conclusions 

This research introduces an enhanced model for 

malware detection, categorization, and family 

classification in the android environment. The model 

extracts conversation-level network traffic features 

from a recent and real-world dataset named 

“CICAndMal2017. For the process of the feature 

extraction phase, conversion-level features were 

extracted using the PeerShark tool. Multiple stages of 

data pre-processing have been conducted to the 

dataset. The most useful features were selected using 

the ensemble learning technique by three feature 

selection algorithms: Random Forest, RFE, and 

LightGBM classifiers. Moreover, the developed model 

was trained and tested using three classifiers: Decision 

Tree, Random Forest, and Extra-trees. Finally, this 

study compared the provided model results with 

another model that used the same dataset. 

According to the final results, conversation-based 

features can enhance the detection, categorization, and 

family classification of Android malware. 

Furthermore, among the selected classifiers, the Extra-

trees algorithm achieved the maximum accuracy 

results.  

In comparison with a study from CIC, this model 

obtains better results in binary detection, and 

significant enhancement in malware categorization by 

30.3% for precision and 31.14% for recall. 

Furthermore, the accuracy of malware family 

classification is improved by 39.71% for precision and 

41.09% for recall.  

8. Future Work 

The proposed model comes up with some further 

research and implementation issues. These issues 

could be summarized in the following points: 

1. Improve this study model by adding static features. 

2. Implement a feature extraction tool that extracts 

most various network features for malware 

detection in the multilevel level (packet, flow, 

conversation, and connection) into CSV files. 

3. Enhance the provided model by considering more 

factors in detecting android malware. 
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