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Abstract: Image segmentation plays a major role in medical imaging applications. During last decades, developing robust 

and efficient algorithms for medical image segmentation has been a demanding area of growing research interest. The 

renowned unsupervised clustering method, Fuzzy C-Means (FCM) algorithm is extensively used in medical image 

segmentation. Despite its pervasive use, conventional FCM is highly sensitive to noise because it segments images on the basis 

of intensity values. In this paper, for the segmentation of noisy medical images, an effective approach is presented. The 

proposed approach utilizes histogram based Fuzzy C-Means clustering algorithm for the segmentation of medical images. To 

improve the robustness against noise, the spatial probability of the neighboring pixels is integrated in the objective function of 

FCM. The noisy medical images are denoised, with the help of an effective denoising algorithm, prior to segmentation, to 

increase further the approach’s robustness. A comparative analysis is done between the conventional FCM and the proposed 

approach. The results obtained from the experimentation show that the proposed approach attains reliable segmentation 

accuracy despite of noise levels. From the experimental results, it is also clear that the proposed approach is more efficient 

and robust against noise when compared to that of the FCM. 
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1. Introduction 

Image segmentation plays an important role in image 

analysis and computer vision and it is considered as 

one of the major obstruction in the development of 

image processing technology [44]. In general, image 

segmentation is a process of partitioning an image into 

non-overlapped, consistent regions that are 

homogeneous with respect to some characteristics like 

intensity, color, tone or texture, and more [9]. Image 

segmentation has been widely used in areas such as 

robot vision, geographical imaging, object recognition 

and medical imaging [5, 33, 40]. A remarkable amount 

of thorough research has been reported in the literature, 

regarding the development of enormous number of 

techniques for image segmentation [14, 30, 33]. From 

these references, it is clear that several categories of 

image segmentation methodologies are available. 

Among the available categories, clustering based 

approaches have been extensively studied and widely 

utilized for image segmentation [21].   

In recent decades, the need for computers in 

assisting the processing and analysis of medical images 

has become inevitable with the mounting size and 

number of medical images [33]. Image segmentation, 

as a task of delineating anatomical structures and other 

areas of interest, plays a vital role in enormous number 

of  biomedical imaging applications like the 

quantification of tissue volumes [22], diagnosis [36], 

localization of pathology [48], study of anatomical 

structure [41], treatment planning [20], partial volume 

correction of functional imaging data [27], and 

computer integrated surgery [2, 13]. In many medical 

image analysis and quantization methods, the initial 

and essential step is the segmentation of medical 

images, which is a significant and challenging 

problem. During recent decades, the automatic 

segmentation of medical images has gained immense 

importance among several researchers. The task of 

medical image segmentation has become extremely 

troublesome due to the complexity of images and also 

the absence of the models of the anatomy that fully 

captures the possible deformation in each structure. 

The accurate segmentation of medical images is one of 

the most important tasks in diverse medical 

applications.  

In the recent literature, a plentiful of general 

approaches has been proposed on medical image 

segmentation [33]. The medical image segmentation 

methods available in the literature can be divided into 

eight categories. They are namely:  

1. Thresholding approaches. 

2. Clustering approaches. 
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3. Classifiers. 

4. Region growing approaches. 

5. Artificial Neural Networks (ANNs). 

6. Deformable models. 

7. Markov Random Field (MRF) models.  

8. Atlas-Guided approaches [33].  

Among these methods, clustering based approaches 

have received a great deal of attention in medical 

imaging research community. Several clustering 

strategies have been used by researchers, such as crisp 

clustering scheme and fuzzy clustering scheme, each of 

which has its own special characteristics [44]. The 

issues like limited spatial resolution, poor contrast, 

overlapping intensities, noise and intensity 

inhomogeneities differences, makes crisp clustering 

scheme a complex task for images in many real 

situations. On the other hand, as a soft segmentation 

method, fuzzy clustering scheme is extensively studied 

and successfully applied in many image segmentation 

methods [29, 37, 38].  

The segmentation methods based on fuzzy 

clustering have considerable advantages over crisp 

clustering based methods, owing to the fact that they 

could retain much more information from the original 

image [5, 34]. Fuzzy C-Means (FCM) clustering 

algorithm [4] is the most popular fuzzy clustering 

method, which is widely used in many image 

segmentation methods due to its robust characteristics 

for ambiguity and it can also retain much more 

information than crisp clustering methods. For noise-

free images and images with low levels of noise, the 

conventional FCM can produce better results. But, the 

conventional FCM faces two disadvantages while used 

in segmentation of noise-corrupted images [45]. First 

disadvantage is that the FCM doesn’t integrate the 

information regarding the spatial context that makes it 

more sensitive to the noise and other imaging artifacts. 

The second drawback is that the cluster assignment is 

absolutely on the basis of the distribution of the pixel 

intensity which makes it sensitive to intensity 

variations due to the illumination or the object 

geometry [23]. 

To ascend the robustness of conventional FCM 

against noise, various algorithms have been presented 

in the literature. These methods can be categorized into 

two different groups:  

1. Imposing spatial constraints to clustering algorithms 

[1, 6, 23, 38].   

2. Introducing other features or dissimilarity index 

which is insensitive to intensity variations in the 

objective function of FCM [6, 23].  

In recent times, enhancing the performance of FCM 

based image segmentation methods by the 

incorporation of spatial information into the objective 

function, has gained enormous importance. Several 

approaches have been presented by researchers, which 

incorporates the local spatial information into the 

conventional FCM [21, 22, 36, 48] to achieve effective 

segmentation. Majority of the researches in the medical 

image segmentation literature uses MR images [40] 

owing to the advantages of Magnetic Resonance 

Imaging (MRI) over other diagnostic imaging and 

there are several methods available for MR image 

segmentation [5, 8, 18, 32, 40]. In spite of the 

availability of many segmentation approaches for MR 

images, people are still looking forward in developing 

very interesting algorithms, which can quickly and 

correctly segment an image. A robust and efficient 

approach for the segmentation of medical images 

corrupted by noise is presented in our earlier work 

[49], using the Sparse 3d Transform-Domain 

Collaborative Filtering denoising algorithm.  

In this paper, we have presented a robust and 

effective approach for the segmentation of noisy 

medical images. In the presented approach, the fuzzy 

clustering concepts are utilized in effectively 

segmenting the medical images. The renowned 

unsupervised fuzzy clustering algorithm FCM is 

employed in the proposed approach to achieve 

effectual segmentation. To make the proposed 

approach robust against noise, the spatial probability of 

neighboring pixels is integrated into the conventional 

FCM. By using an efficient denoising algorithm, the 

input noisy medical image is first denoised so as to 

improve its robustness further. The integration of 

spatial information into the conventional FCM takes 

longer time to converge as well as there are lots of 

possibilities to converge in the local minima. As a 

result, in the presented approach, to evade local 

minima, the parameters of the FCM algorithm are 

initialized using histogram. Comparing to the 

conventional FCM, the histogram based FCM 

converges very swiftly. The employed denoising 

algorithm and the integrated spatial information have 

increased the robustness of the proposed approach 

against noise. The experimental results demonstrate the 

robustness and efficiency of the proposed segmentation 

approach. In addition, a comparative analysis is made 

between the conventional FCM, our earlier work [49] 

and the proposed segmentation approach. 

The rest of the paper is organized as follows. The 

description of the denoising algorithm employed in the 

proposed approach is provided in section 2. The robust 

and effective approach proposed for the segmentation 

of noisy medical images is detailed in section 3. The 

experimental results and discussions are presented in 

section 4. Finally, the conclusions are summed up in 

section 5. 
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2. Description of the Employed Denoising   

    Algorithm 

Usually, the medical images obtained from sensors are 

bound to contain noise and blurred edges. The process 

of segmentation is made more intricate, owing to the 

presence of these artifacts in medical images. 

Consequently, denoising images prior to segmentation 

perhaps produce better segmentation accuracy. 

Recently, Lei Zhang et al. [46] presented an efficient 

denoising algorithm, which is used in the proposed 

approach. Initially, the input noisy medical images are 

denoised using the above-mentioned denoising 

algorithm. A brief description of the denoising strategy 

employed in the proposed approach is provided in the 

following: 

 

• LPG-PCA Based Denoising Algorithm 

Since noise is an inevitable one in image acquisition, 

denoising plays an important role in increasing the 

quality of the image. Noise removal has been widely 

studied as a primary low-level image processing 

procedure and copious amount of denoising schemes 

have been proposed. In our approach, we employed an 

efficient Principal Component Analysis (PCA) based 

denoising algorithm with Local Pixel Grouping (LPG). 

In order to preserve the image local structures in a 

better way, a pixel and its nearest neighbors are 

represented as a vector variable in which training 

samples are chosen from the local window with a help 

of block matching based LPG. The LPG methodology 

assures that merely the sample blocks with equal 

contents are utilized in the local statistics calculation 

for PCA transform estimation, so that the image local 

features can be well preserved after coefficient 

shrinkage in the PCA domain to reduce the noise. The 

LPG-PCA denoising process is repeated once, to 

increase the denoising performance further and the 

noise level is adjusted adaptively in the second stage. 

The LPG-PCA based denoising algorithm is described 

as follows: 

In the m×n dataset matrix υX , every 

component mkx
k

,,2,1, L=υ , of the vector variable υx  

contains n  samples. The row vector holding the n  

samples of υ
k

x  is represented by υ
k

X . Therefore, the 

dataset 
υX  can be represented as TT

m
T XXX ])()[(

1
υυ

υ L= . 

Correspondingly, we have TT
m

T
XXX ][

1
L= , where kX  

is the row vector having the n  samples of kx , and 

VXX +=υ , where TT
m

T VVV ][
1

L=  is the dataset of noise 

variable υ  and kV  is the row sample vector of kυ . 

Subsequently, we centralize dataset υX . The mean 

value of υ
k

X  is )()/1(
1

iXn
n

i kk ∑ =
= υµ , and υ

k
X  is 

centralized by kkk XX µυυ
−= . As the noise kυ  is zero-

mean, kX  can also be centralized by kkk XX µ−= . 

Consequently, the centralized datasets of υX  and X  

are attained as TT
m

T XXX ])()[( 1
υυ

υ L= and TT
m

T
XXX ][ 1 L= , 

and we have VXX +=υ . 

Refer to PCA [46], by calculating the covariance 

matrix of X , indicated by xΩ , the PCA transformation 

matrix xP  can be attained. Yet, the accessible dataset 

υX  is noise corrupted, so  xΩ  cannot be directly 

calculated. With the linear model VXX +=υ , we 

contain: 
 

            )VVXVVXXX(
n

1
XX

n

1 TTT
T

T

x +++== υυυ
Ω       (1) 

 

as X  and V  are uncorrelated, items T
VX  and T

XV  

will be nearly zero matrices and therefore: 
 

              υυ
Ω+Ω=+≈Ω x

TT
x VVXX

n
)(

1           (2) 

 

Where TT
x VVnandXXn )/1(    )/1( =Ω=Ω υ . The 

component ),( jiυΩ is the correlation among iυ  and jυ . 

As iυ  and jυ  are uncorrelated for ji ≠ , we recognize 

that υΩ  is a mm×  diagonal matrix in which all the 

diagonal components being
2σ . Otherwise, υΩ  can be 

written as I
2σ , in which I  is the identity matrix. 

Subsequently, it can be effortlessly demonstrated that 

the PCA transformation matrix xP  related with xΩ  is 

identical as the PCA transformation matrix related 

with υxΩ . On the basis of TΦΛΦ=Ω , we can 

decompose xΩ  as: 
 

                                  
T

xxxx
ΦΛΦΩ =                     (3) 

 

Where xΦ  is the mm×  orthonormal eigenvector 

matrix and xΛ  is the diagonal eigenvalue matrix. As 

xΦ  is an orthonormal matrix, the υΩ  can be written 

as: 
 

       T
xx

T
xx

T
xx II ΦΩΦ=ΦΦ=ΦΦ=Ω υυ σσ )()( 22       (4) 

 

Therefore we have: 
 

        
T
xxx

T
xxx

T
xx

T
xxxxx

I

I

ΦΛΦ=Φ+ΛΦ=

ΦΦ+ΦΛΦ=Ω+Ω=Ω

υ

υ

σ

συ

)(        

)(  

2

2

          (5) 

 

Where Ixx
2σ

υ
+Λ=Λ . Equation 5 implies that 

υxΩ and xΩ  contains the similar eigenvector 

matrix xΦ . Accordingly, in practical implementation 

we can directly calculate xΦ by decomposing 
υx

Ω , 
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instead of xΩ , and next the orthonormal PCA 

transformation matrix for X  is set as: 
 

x

T
xP Φ=     (6) 

 

 

Applying xP  to data set, we have υX :  
 

Yxxx VYVPXPXPY +=+== υυ    (7) 
 

Where XPY x= is the decorrelated dataset for X and 

VPV xY =  is the transformed noise dataset forV . As Y  

and noise YV  are uncorrelated, we can simply derive 

that the covariance matrix of υY  is: 
 

yy

T

y YY
n

υυυυ
Ω+Ω==Ω

1

                    (8) 

 

Where xy Λ=Ω  is the covariance matrix of 

decorrelated dataset Y  and  
X

T
PPxy υυ Ω=Ω  is the 

covariance matrix of noise dataset YV . 

In the PCA transformed domain υY , the majority 

energy of noiseless dataset Y  concentrates on the 

several most essential components, whilst the energy 

of noise YV  distributes much more evenly. The noise 

in υY  can be suppressed by utilizing the Linear 

Minimum Mean Square-Error estimation (LMMSE) 

technique. As υY  is centralized, the LMMSE of kY , 

i.e., the th
k  row of Y , is attained as: 

 

 

k

YwY kk υ
vv

.
ˆ
=     (9) 

 

Where, the shrinkage coefficient 

),(/),( kkkkw
yyk υΩΩ=  and 

k

Yυ
v

is the th
k  row 

of υY . In flat zones, ),( kkyΩ is very smaller than 

),( kk
yυΩ  therefore kw  is close to 0. Therefore, 

majority of the noise will be suppressed in kY
v̂

by 

LMMSE operator
k

YwY kk υ
vv

.
ˆ
= . In implementation, 

υyΩ is calculated initially from the available noisy 

dataset υY and ),( kkyΩ is estimated 

by ),(),(),( kkkkkk
yyy υυ Ω−Ω=Ω . In flat zones, it is often 

that 0),(),( ≤Ω−Ω kkkk
yy υυ

, and next we set 0),( =Ω kky
 . 

In this case kw will be precisely 0 and all the noise in 
k

Yυ
v

will be removed. 

The matrix of all kY
ˆv

is represented byY
ˆ
. By 

transforming Ŷ back to the time domain, we acquire 

the denoised result of υX  as: 
 

      YPX
T
x

ˆ
 .

ˆ =     (10) 
 

In equation 10, we utilized the fact that T
xx

PP =−1 . 

Adding up the mean values kµ  back to X
ˆ provides the 

denoised dataset X̂ . The estimation of the central 

block 0x
v

, represented as 0x̂
v
 , can then be extracted 

from X̂ and finally the denoised result of the 

underlying central pixel can be extracted from 0x̂
v
. 

Employing the above process to every pixel, results in 

the full denoised image of υI . 

 

3. Effective Approach for Noisy Medical  

    Image Segmentation Using Spatial FCM 

The robust and effective approach proposed for the 

segmentation of noisy medical images is detailed in 

this section.  Moreover, a brief explanation about the 

conventional FCM and its initialization using 

histogram is presented. 

 

3.1. Fuzzy C-Means Clustering (FCM) 

The well-known Fuzzy C-Means (FCM) clustering 

algorithm was originally introduced by Dunn [11] and 

later it is enhanced by Bezdek [4]. The FCM algorithm 

is mainly an iterative clustering method, which results 

an optimal c  partition by minimizing the weighted 

within group sum of squared error objective function 

) CO(U,  [31]. Normally, the FCM algorithm requires 

the number of clusters as an input. The fuzzy clustering 

techniques usually produce fuzzy partitions of the data 

instead of hard partitions. As a result, data patterns 

may be a member of several clusters with different 

membership values in each cluster [26]. A data 

pattern’s membership value to a cluster symbolizes the 

similarity between the given data pattern to the cluster. 

For a given set of n  data 

patterns, nk xxxX ,,,,1 LL= ,, the fuzzy clustering 

technique minimizes the objective function, ) CO(U,  

[15]: 
 

                  
( )∑∑

= =

=
n

k

v

i

iku
1 1

ik

2m
)c,(xd) CO(U,                   (11)  

 

Where kx  is the thk  D-dimensional data vector, ic  is 

the center of cluster i , iku  is the degree of 

membership of kx  in the thi  cluster, m  is the 

weighting exponent, ),( ik cxd  is the distance between 
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data kx  and cluster center ic , n  is the number of data 

patterns and v  is the number of clusters [15]. The 

objective function ) CO(U,  is minimized by means of 

an iterative process through which the degree of 

membership, iku , and the cluster centers, ic , are 

updated, as below: 
 

∑
=

−















=

V

J

m

jk

ik

ik

d

d

u

1

1

2

1                          

 

( )

( )∑

∑

=

==
n

k

ik

n

k

kik

i

u

xu

c

1

m

1

m

                      (13) 

 

Where, i∀ iku satisfies: [ ]1,0∈iku , k∀ ∑
=

=
v

i

iku

1

1  and 

∑
=

<<
n

k

ik nu

1

0 . 

 

3.2. Initialization  

The conventional FCM algorithm computes the 

centroids and membership function pixel-by-pixel, 

when employed for image segmentation. This made the 

convergence of the algorithm a time-consuming one, 

which in turn makes it more impractical for image 

segmentation. Moreover, FCM is a local search 

optimization algorithm, and because of this it is very 

sensitive to the initial centroid. Therefore, the 

algorithm will obtain the local optimum solution easily 

[39], if the initial centroid is selected randomly. In 

order to shun the blindness of random evaluation and 

also to make the initial centroid approach the globally 

optimum solution, the gray level histogram of the 

image is utilized in the FCM algorithm that minimizes 

the number of iteration steps and improves the speed of 

segmentation. The objective function ) CO(U, of the 

histogram based FCM is as follows: 
 

         ( )∑ ∑
= =

=
L

l

v

i

il llu

1 1

i
2m )c,(d )H( ) CO(U,

                 (14) 

 

Where, H  is the histogram of the image of L-gray 

levels. The calculation of membership degrees of )(lH  

pixels is reduced to a single pixel with l  as grey level 

value. The membership function ilu  and center ic  for 

histogram based FCM can be computed using: 
  

∑
=

−











=

V

J

m

lj

li

il

d

d

u

1

1

2

1                           (15) 
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1

m
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Where, lid  is the distance between the cluster center i  

and the gray level l . 

 

3.3. Proposed Methodology 

As histogram based FCM algorithm operates merely 

on the histogram of an image, it is faster than the 

conventional FCM that processes the entire data [16]. 

Despite the fact that, conventional FCM algorithm 

works well on the majority of noise-free images, it has 

a major drawback, (i.e.,) it is highly sensitive to noise 

and many other imaging artifacts. The histogram-based 

FCM can be made more robust against noise and 

blurred edges by incorporating the spatial information 

into it. The objective function ) CO(U, of the 

proposed segmentation approach is given by: 
 

                   ( )∑∑
= =

=
n

k

v

i

s

iku
1 1

ik

2m
)c,(xd) CO(U,               (17) 

 

The spatial membership function 
s

iku  of the proposed 

segmentation approach is computed using the below 

equation: 
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Where, ikP  is the apriori probability that th
k

 
pixel 

belongs to th
i  cluster and is computed as: 

 

                 
( )

k

i
ik

N

kNN
P =                       (19) 

 

Where ( )kNNi  is the number of pixels in the 

neighborhood of th
k  pixel which belongs to cluster i  

after defuzzification, kN  is the total number of pixels 

in the neighborhood, izd  is the distance between th
i  

cluster and thz  neighborhood of th
i  cluster. The center 

s

ic  of every cluster is manipulated as: 
 

( )

( )∑

∑

=

==
n

k

ms
ik

n

k

k

ms
ik

s
i

u

xu

c

1

1        (20) 

 

In the proposed segmentation approach, two kinds of 

spatial information are included in the membership 

function of FCM algorithm. They are given as follows: 

(18) 

(12) 



A Robust Segmentation Approach for Noisy Medical Images Using Fuzzy Clustering With Spatial Probability                        79 

• Apriori Probability: In order to assign a noise pixel 

to a cluster that contains a majority of the noise 

pixel’s neighborhood as its members, this parameter 

is incorporated in the membership function.  

• Fuzzy Spatial Information: The second term in the 

denominator of equation (18) is the average of fuzzy 

membership of the neighborhood pixels to a cluster. 

So, a pixel gets maximum membership value to a 

cluster when its neighborhood pixels have high 

membership value to that cluster.  

 

4. Experimental Results and Discussion 

The experimental results of the proposed segmentation 

approach are presented in this section. With the aid of 

Matlab (MATLAB 7.8), the proposed segmentation 

approach is implemented. The parameter attained from 

the histogram of the image is used in the initialization 

of the objective function of the proposed segmentation 

approach and thus it converged very quickly.  The 

following three categories of images namely, synthetic 

brain MRI images, original brain MRI images and real 

world images are utilized in the experimentation. The 

segmentation accuracy sA  is computed using the 

following equation to evaluate the quality of the 

segmentation results: 
 

100×=
p

c
s

T

N
A    (21) 

 

Where, cN  denotes the number of correctly segmented 

pixels, and pT  represents the total number of pixels in 

the specified image. Additive White Gaussian Noise 

(AWGN) of different levels (5%, 10%, 15%, and 20%) 

is added to the image in order to assess the robustness 

of the proposed segmentation approach against the 

noise. The segmentation accuracy of conventional 

FCM, our earlier work with denoising [49], proposed 

approach without denoising and proposed approach 

with denoising for different noise levels is depicted in 

Figure 1 and the values are given in Table 1.  
 

Table 1. The segmentation accuracy of conventional FCM, our 

earlier work with denoising [48], proposed approach without 

denoising and proposed approach with denoising for different noise 

levels. 

Segmentation Accuracy 

Approaches 
Noise Level (%) 

5 10 15 20 

Fcm 94.6095 94.0754 92.7734 90.4663 

Proposed Approach 

Without Denoising 
94.6605 94.4505 93.7195 93.1519 

Our Earlier Work 

With Denoising [48] 
94.7675 94.6604 94.2069 94.2856 

Proposed Approach 

With Denoising 
94.7572 94.6435 94.1857 94.2538 

 

From Figure 1, the segmentation accuracy remains 

stable for proposed approach with denoising, even at a 

higher noise level (20%). The proposed approach 

without denoising preserved its consistency up to 15% 

noise level, whereas the accuracy of traditional FCM 

decreases considerably for noise level greater than 

10%. 

 

 

Figure 1. Segmentation accuracy of conventional FCM, our earlier 

work with denoising [48], proposed approach without denoising 

and proposed approach with denoising in segmenting synthetic 

brain MRI images with different noise levels. 

 

The segmentation results of conventional FCM, 

proposed approach without denoising and proposed 

approach with denoising for synthetic brain MRI 

images are portrayed in Figure 2. Correspondingly, in 

Figure 3 the results for an original brain MRI image 

are shown. 

For experimentation with real-world images, the 

standard test image cameraman is used. The 

segmentation results of cameraman image 

demonstrated that the proposed approach with 

denoising produces improved results for higher noise 

levels. The original image and the outputs for various 

noise levels 5%, 15% and 20% are portrayed in Figures 

4, 5 and 6, respectively. Even under the noise level 

25%, the proposed approach with denoising produced 

improved results whereas the conventional FCM 

produced poor results.  
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a) Synthetic brain 

MRI image. 

 

b) Noisy image. 

 

c) Conventional   
    FCM. 

 

d) Proposed  
    approach without  

   denoising. 

 

e) Proposed approach  
    with denoising. 

 

f) Ground truth. 

Figure 2. Segmentation results of synthetic brain MRI image with 

5% noise. 

 

 

a) Original brain  
    MRI image. 

 

b) Noisy image. 

 

c) Conventional   
    FCM. 

 

d) Proposed approach without  

    denoising. 

 

e) Proposed approach with  
    denoising. 

Figure 3. Segmentation results of original brain MRI image with 

15% noise.   

 

 

a) Original   
    cameraman image. 

 

b) Noisy image. 

 

c) Conventional   
    FCM. 

 

d) Proposed approach without   
    denoising. 

 

e) Proposed approach with  
    denoising. 

Figure 4. Segmentation results of cameraman with 5% noise. 

 

 

a) Noisy image. 

 

b) Conventional FCM. 

 

c) Proposed approach   
    without denoising. 

 

d) Proposed approach with  
    denoising. 

Figure 5. Segmentation results of cameraman with 15% noise. 

 

 

a) Noisy image. 

 

b) Conventional FCM. 

 

c) Proposed approach   
    without denoising. 

 

d) Proposed approach with  
    denoising. 

Figure 6. Segmentation results of cameraman with 20% noise. 

 

5. Conclusions 

In this paper, we have presented a robust and effective 

approach for the segmentation of medical images 

corrupted by noise. For the segmentation of noisy 

medical images, the proposed approach utilized a 

histogram based Fuzzy C-Means clustering with spatial 

probability. The robustness of the presented approach 

is ascended by the incorporation of spatial probability 

into the objective function of FCM. The robustness of 

the proposed approach is further improved by the 

denoising of noisy images prior to segmentation with 

the help of LPG-PCA based denoising algorithm. For 

different noise levels, the presented approach has been 

found robust. The efficiency and robustness of the 

proposed approach in segmenting noisy medical (MRI) 

as well as real images has been demonstrated using the 

experimentation with synthetic and real images. 
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