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Abstract: Although significant advances have been made recently in the field of ethnics recognition through face recognition, 

there is still a lack of studies of ethnics recognition through facial recognition. This study is concerned with ethnics recognition 

through facial representation using a few images used as samples for any selected group of ethnics using a deep neural network 

with a Variational Feature Learning (VFL) loss function that has been used to increase the performance accuracy during the 

evaluation process. The output of a deep neural network is an embedding of 128 bytes for each face image in each group of 

ethnics. After that, all embeddings of every face in each group of ethnics pass to a machine learning classification method like a 

Support Vector Machine (SVM). We achieved state-of-the-art ethnic recognition. The system achieved a classification accuracy 

of 97.3% on a collected group of image dataset collected from three different countries.  
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1. Introduction 

To interact socially, we should be capable of analyzing 

human faces in various ways. The human face has a 

range of signs which form part of a person’s identity. In 

the past, there is a massive literature available on social 

and cognitive psychology that recognized human 

abilities to identify a well-known face, as well as take 

out the information from the known and unknown faces, 

including the extracting information about the age, ra 

ce, and emotional gesture of the person [52]. Face 

recognition is an essential ability and plays a prominent 

role in forming a relationship in society [39]. Even 

though through this ability, humans are considered 

enormously adept, there are some kinds of other faces, 

which may belong to other groups, may not be very 

good in recognition as compared to those faces 

belonging to known groups. 

The own groups' face recognition is fast and accurate 

of one’s belongs to out-groups [6]. According to 

anthropometric studies [67], significant facial 

morphology variations exist among gender, age, and 

ethnicity groups. For instance, Sexual Dimorphism [7] 

research reveals that male face features are richer than 

female face features. Based on that knowledge, the male 

face has protrusive facial anthropometric measurements 

[67]. It further extends about the female face feature 

dimensions are smaller than the male one. Research [12] 

elaborates on ethnic differences and explains about  

 
white North American and Asian people face 

anthropometric measurements. So, besides age, gender 

and emotion, ethnic information is also an essential 

characteristic to represent the human face. Differences 

exist in the face characteristic among the various 

ethnic’s groups. Different facial anthropometric 

measurements (facial features) were investigated by 

[10] from three ethnic minorities in China. In the late 

60s, along with the development in computer 

technology and the research of intelligent computing 

methods, face recognition also entered the technological 

era to handle it with automatic recognition procedures, 

methods, and techniques. Face recognition was fully 

stretched out from criminal investigation to numerous 

daily life activities like sales, marketing, etc. In face 

recognition research, face feature extraction and face 

feature classification are very considerable, which 

directly affect face recognition accuracy [57]. Thus, 

human faces are necessary for the recognition and 

identification of every individual. 

Recently, deep neural networks, especially 

Convolutional Neural Networks (CNNs), have become 

the most commonly used method for facial feature 

representation and have achieved good results in face 

recognition problems. Most existing works focused on 

face recognition have achieved a high level of success 

[30, 34, 44, 45, 46, 47, 49, 55, 56, 59, 64, 65, 66] and 

are based on facial representation. However, there is a 
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lack of studies on ethnic’s identification through facial 

recognition. 

There are very limited studies on ethnic’s 

identification. A lot of previous studies used only a 

simple classification for specific ethnics without using 

any facial representation. In this study, an embedding 

feature is used to get a good face representation for any 

set of ethnics as it has not been used before for ethnics 

identification. 

 Previous approaches on facial representation, in 

general, are based on two approaches of representation. 

The first approach is the discriminative classification 

model (face identification) trained on a dataset of known 

identities. An intermediate bottleneck layer is used as a 

representation for recognition. This approach 

generalizes a very large representation for each face, but 

some researchers have tried to reduce this 

dimensionality using PCA [46]. The second approach is 

used in FaceNet [41], where the output is directly 

trained to obtain 128-D embedding using a triplet loss 

function based on LMNN [56]. The triplets used in this 

study comprise two matching faces and a non-matching 

face. The triplet loss function aims to separate positive 

results from negative ones by a certain distance margin. 

In the proposed approach, we use an unsupervised 

learning technique to obtain 128-D embeddings per 

face. The network is trained on several faces from 

different ethnicities. It then passes these 128-D 

embeddings to another machine learning classification 

algorithm such as SVM to find the most suitable 

representation for each group of ethnicities. The novalty 

of this work is using many ethnics types with small 

amount of number not even more than 100 images for 

each ethnics type and pass it to the SVM. Unlike other 

classifications researches [3, 11, 23, 28], we made the 

classification method in our study unlimited to any 

ethnics types depends on the samples of classification 

that our model will extract their features and pass them 

to SVM. Therefore, the number of classes will be 

detected after extracting the features using our model. 

As an illustration, Figure 1 shows three pictures of 

multiple faces. Each picture belongs to a specific group. 

Three different groups were selected for the test; are 

Pakistani, Chinese, and Russian-the ethnics of the 

pictures in Figure 1 predicted with proposed system. 

Group A shows some people from Pakistan, group B 

shows some people from China, and group C shows 

others from Russia. 

Group A:Pakistani Group A:Chinese Group A:Russian 

 

Figure 1. Three groups of different ethnics identified by the system. 

The rest of the paper is organized as follows: The 

related work about face recognition is discussed in 

section 2. Section 3 describes our proposed method, 

including the feature extraction method through the 

deep neural network model. Sections 4 and 5 present 

some quantitative results and an evaluation, and section 

6 shows the conclusion. 

2. Related Work 

Several computer vision researchers have conducted 

various studies to address the image-based facial 

representation such as gender [16, 18, 33], age [14, 16, 

18, 36], and ethnicity [13, 33]. More specifically, some 

research work has tried to look into other races through 

traditional methods [15, 35]. In Furl et al. [15], the 

researcher proposed two algorithms for two different 

kinds of races, i.e., one for western and the other for 

Asian faces. The results conclude that the western 

fusion algorithm performs well and accurately 

recognizes Caucasian faces than East Asian faces. 

Similarly, the East Asian fusion algorithm performs 

accurately and classifies East Asian faces more than 

Caucasian faces. However, some other local feature 

descriptors have been used for face features extraction 

to consider multiple aspects of the human face, 

including face recognition. Commonly used descriptors 

for local features extractions are SIFT [61], LBP [22], 

HOG [60] and Gabor [25]. In spite, the face recognition 

research showed promising performance. However, 

there is still room for improvement regarding 

uncovering new methods and techniques that contribute 

well balanced and improved results in face technology. 

Therefore, the trend changes from traditional methods 

to Machine learning and deep learning approaches. 

Many machine learning (ML) classification methods 

have been utilized for face recognition research [40, 63]. 

The most common include K-means classification [62], 

Support Vector Machine (SVM) [29], and BP neural 

network method [51]. Recently, the convolutional 

neural network has turned into the most prominent 

approach in the deep learning field. AlexNet [26] 

depends on the convolutional layered engineering, 

which comprises various numbers of neurons. Each 

layer of neurons consists of some inputs from the 

previous layer of neurons. Among the convolutional 

layers also consists of max-pooling layers and the 

activation functions (ReLUs). In this research, we also 

employed a deep learning approach to extract features 

for ethnic identification. 

The proposed approach is similar to other recent 

works [30, 46, 50, 55]. It can learn its representation 

directly from the face. Each image in each group of 

ethnics gives a vector of 128 features when it passes to 

the network. Then, the generated vector obtained from 

the neural network is used as an input to a machine 

learning classification like SVM classifier to identify 

the ethnics of the face. 

Although there are many studies in face recognition, 
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ethnics’ identification suffers from a lack of research. 

Furthermore, all previous studies in ethnics’ 

identification used a simple classification. We will 

discuss in brief the most important relevant works. 

One of the research studies about face recognition 

was proposed by Taigman et al. [50], called DeepFace. 

This approach is one of the earlier large-scale 

applications of 3D-model for face recognition. The face 

representation extracted using a nine-layer DeepFace 

model consists of two convolutional layers, three 

locally-connected layers, and two Fully-Connected 

(FC) layers with more than 120 million parameters that 

use numerous locally connected layers without sharing 

the weight. The network trained on 4.4M 2D facial 

images of 4,030 identities, and they achieve an accuracy 

of 97.35% on the benchmark Labeled Faces in the Wild 

(LFW) [20] dataset. 

Another approach proposed a CNN used for face 

recognition and clustering called FaceNet [41] based on 

eleven convolutional and three FC layers. They trained 

a deep convolutional network on a dataset of 200M 

faces and 8M identities and triplet loss function to 

directly obtain the embedding instead of choosing the 

output of an intermediate bottleneck layer as in the 

previous works. The triplet sets used roughly aligned 

matching/non-matching face patches using an online 

triplet mining method, and they achieved a state-of-art 

face recognition with 128 bytes for each face. 

Deep 3D face recognition results have been 

represented by Vijayan et al. [53]. The authors fine-

tuned the VGGFace network [34] on 3D depth images. 

Then, they tested their approach on three public 

datasets. They also used an augmented dataset of 

123,325 depth. They tested the model on Bosphorus 

[38], BU3DFE [45] and 3D-TEC (twins) [53] datasets. 

But the results do not achieve results as a state-of-art 

performance of the convolutional methods. 

Gutta et al. [17] classified gender and ethnic through 

a hybrid classification architecture in face images. The 

authors show their results by evaluating their method 

using a set of 3006 face images corresponding to 1009 

identities from FERET database. Their method contains 

an ensemble of REF networks and inductive decision 

trees. The results have 96% gender and 94% ethnic 

accuracy. In the research study, the total ethnic groups 

have been evaluated, namely Asian, Oriental, 

Caucasian, and African. 

Shakhnarovich et al. [42] achieved an estimated rate 

of about 80% to distinguish the Asian/Non-Asian faces 

using some machine learning classifier where all Non-

Asian faces in this study almost belong to Caucasians. 

The classifier output in this study is a linear combination 

of simple and weak single-feature discriminants. 

Another approach in ethnicity estimation with facial 

images combines transformation of Gabor Wavelets 

with retina sampling to extract the most key facial 

features of the faces [19]. The authors in this study used 

Support Vector Machines (SVM) for ethnicity 

classification of three groups that have been used in this 

study these are Asian (Mongoloid), European 

(Caucasoid), and African (Negroid). The classification 

accuracy achieved in this study was 94% for ethnicity 

estimation under different illuminations. 

Chen et al. [8] implemented the machine learning 

approach to classify and predict Chinese, Japanese, and 

Korean based on the facial images. They have used a 

series of computational machine learning-based 

algorithms, including the Convolutional Neural 

Network approach. Their results showed that CNN had 

the highest prediction accuracy of 89:2% in the 3-class 

classification. 

Another attempt to distinguish three different 

ethnicities, Chinese, Korean or Japanese, was proposed 

by Yan [58]. Different variations of convolutional 

neural networks were applied to two new datasets 

constructed for this task. The author also used SVM and 

KNN classifiers for comparison. 

A pre-trained VGG-face Convolutional Neural 

Network has been used to extract features from the face 

images for ethnic classification. There are three 

different major groups, Asian, Caucasian, and African-

American, from ten other datasets that have been 

considered for this experiment. The extracted features 

were then classified through a linear kernel-based SVM 

classifier [5]. 

In [54], threw light on facial ethnicity classification. 

The authors consider two different combinations of 

ethnic groups and one sub-ethnic group for the research 

study. The d etails of groups evaluated through the 

proposed method include Black and white, Chinese and 

Non-Chinese people, while in sub-ethnic groups Han, 

Uyghurs are classified with Non-Chinese people. For 

features extraction, a deep convolutional neural network 

has been utilized and classifies each group individually. 

The effectiveness of the proposed method has been 

shown through the experimental results. 

In another research study [9], two features have been 

taken from 3D faces models and combined. 

Furthermore, to get and uncover the local geometry of 

whole faces and their fine texture variations, Oriented 

Gradient Maps (OGMs) were formed. The extracted set 

of discriminative features was then utilized for ethnicity 

classification. FRGC v2.0 dataset has been evaluated to 

classify the Asians and non-Asians ethnic groups. 

3. Method 

We have used a deep neural network structure called 

NN4 as in FaceNet [41] and OpenFace [4] studies with 

some changes in the top of its structure as it is shown in 

Table 1 NN4 trained on CelebFaces Attributes Dataset 

(CelebA) [32] which contains several faces from 

different countries all over the world. Before we input 

the images to that network, we resized them to the size 

of 96×96×3. The first convolutional layer in the network 

has 64 kernels of the size 7×7×3 with stride two. The 
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second convolutional layer has 64 kernels of the size 

1×1×3 with stride two, and in the third convolutional 

layer, 192 kernels are used with the size 3×3×3 and 

stride 2. 

Table 1. The structure of the neural network. 

Type Size in Size out Kernal 
Feature 

Map 

ZeroPadding 96, 96, 3 102, 102, 3   

Conv1 102, 102, 3 48, 48, 64 7×7×3, 2 64 

Norm 48, 48, 64 48, 48, 64   

ZeroPadding 48, 48, 64 50, 50, 64   

Max pool 50, 50, 64 24, 24, 64 7×7×3, 2  

Conv2 24, 24, 64 24, 24, 64 1×1×3, 2 64 

Norm 24, 24, 64 24, 24, 64   

ZeroPadding 24, 24, 64 26, 26, 64   

Conv3 26, 26, 64 24, 24, 192 3×3×3, 2 192 

Norm 24, 24, 192 24, 24, 192   

ZeroPadding 24, 24, 192 26, 26, 192   

Max pool 26, 26, 192 12, 12, 192 3×3×3, 2  

inception 3a 12, 12, 192 12, 12, 256   

inception 3b 12, 12, 256 12, 12, 320   

inception 3c 12, 12, 320 6, 6, 640   

inception 4a 6, 6, 640 6, 6, 640   

inception 4e 6, 6, 640 3, 3, 1024   

inception 5a 3, 3, 1024 3, 3, 736   

inception 5b 3, 3, 736 3, 3, 736   

Average pool 3, 3, 736 1, 1, 736 3×3×3, 1  

fc1(µ) 1, 1, 736 128   

fc2(σ) 1, 1, 736 128   

fc3 128 1   

 

Seven blocks of inception architecture were used 

after all these layers labeled inception 3a, inception 3b, 

inception 3c, inception 4a, inception 4e, inception 5a 

and inception 5b [48]. Table 1 shows the network 

structure. At the top of the network, we added three fully 

connected layers. The output of the first and second 

fully connected layers are 128. The output of the second 

fully connected layer passed to the third fully connected 

layer. The output of the third fully connected layer is 

only 1 because we make the training as a classification 

but for only one class to act as unsupervised learning. 

This training aims to take the output of the first fully 

connected layer, which denotes the mean µ and has the 

output of 128-byte and not the last fully connected layer, 

which has the same number of classes in the training 

dataset, i.e., only one byte. 

Before training, we loaded the weights of the 

FaceNet [41] network to the proposed network. Then, 

we trained the network using Stochastic Gradient 

Descent (SGD) with standard backprop [27, 37]. After 

training the network, the output of the first fully 

connected layer will be taken with the size of 128 bytes 

for each image passed to the network. This is called an 

embedding for each face in the image. 

Another new dataset was collected to be used as a 

sample of some selected ethnicities. The images of this 

dataset will be passed to the model to extract their 

embeddings. These embeddings will be passed to SVM 

classifier for ethnics classification. It should be noticed 

that each group of ethnics can contain a limited number 

of faces as the network can extract the best feature 

representation for each face. 

During training, we used a Kullback-Leibler (KL) 

loss function inspired by [2, 24]. The two fully 

connected layers used in the NN4 network were used to 

predict the mean µ and standard deviation σ of a 

Gaussian distribution. The last fully connected is used 

to predict the ethnicity while the two fully connected 

before that last one are used to produce a KL loss 

function that has been used in training. The LK loss 

function after that is combined with a categorical cross-

entropy loss function. The following function explains 

the KL loss function, where n denotes the number of the 

vector size. 

𝐾𝐿 = −
1

2
 ∑(1 + log(𝜎𝑖) − µ𝑖

2 −  𝜎𝑖)

𝑛

𝑖=1

 

All samples in each group will pass the network model 

to generate an embedding for them. After that, we used 

SVM classifier to classify the embedding of the groups 

of ethnics and gives the results. Figure 2 shows the 

structure of the ethnics recognition system where it can 

classify n number of different ethnics depending on the 

embedding of the samples of the groups. 

4. Evaluation Process 

The deep neural network has been used to extract the 

features of all faces in each group in the dataset whereas 

each face can be represented by 128 bytes. After that, 

we used SVM classification to classify each group in the 

dataset and then generate the output to predict the 

ethnics of each face. 

We evaluated the network on a large number of 

images collected from the street and the internet. We 

collected images for three groups they are Chinese, 

Pakistani, and Russian people. It is not important that 

the number of images in each group should be too large 

because the extracted features are too much enough to 

distinguish each group, i.e., a hundred images in each 

group used as samples in this study. Therefore, during 

training with SVM on the groups, we trained the 

features of very limited pictures for each group. The 

SVM classifier after that can be used to predict the 

ethnicity of any unseen image. 

 

Figure 2. Feature of each group from NN4 passed to SVM. 

5. Experiments 

5.1. Training Dataset 

CelebFaces Attributes Dataset (CelebA) [32] was used 

in this study as the training faces in this experiment 

because it contains many faces from many different 

(1) 
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ethnicities. It consists of 10,177 identities and 202,599 

faces. Before the training, we used a face detector to 

extract the faces only from each image in CelebA 

dataset. After that, we resized each image to 96×96×3 

as this size is the input size of the proposed networks. 

5.2. Experimental Results 

As there is no dataset available to be used to evaluate 

these kinds of studies, a new dataset was collected to use 

in the evaluation phase to identify the ethnics of people. 

This dataset is considered as the first dataset collected 

for ethnics’ people [1]. The dataset was collected from 

three different ethnic groups they are Chinese, 

Pakistani, and Russian. Only a small part of each group 

was used as a sample for the ethnic’s recognition 

system. Figure 3 shows a subset of the newly collected 

dataset. 

The model was tested on a new dataset collected from 

the internet. The test phase shows good results on this 

dataset. We used a face detector to detect faces and pass 

each face to the model to extract its features and then 

pass the features to SVM classifier to predict its 

ethnicity. It should be noticed that the only drawback in 

all face studies is the lack of face detection in all 

previous face detection frameworks, especially for 

images with multiple faces and multiple poses. This 

drawback can negatively affect the results because some 

faces cannot be detected and therefore cannot be 

predicted in the proposed system. Figure 4 shows some 

samples of three tested groups in the collected dataset, 

i.e., Chinese, Pakistani, and Russian. 

 

Figure 3. Three different subset images were collected from three 

different regions. A small part of each group was used as samples in 

NN4 

The total number of images used for evaluation is 

885. The accuracy performance achieved is 97.3% 

mPA. Table 2 shows the confusion matrix while Table 

3 presents some parameters for measuring the 

performance and Table 4 presents a comparison of the 

achieved accuracy classification of the proposed system 

with previous studies. 

Table 2. Confusion matrix. 

 Chinese Pakistani Russian 

Chinese 332 6 3 

Pakistani 5 316 6 

Russian 3 4 325 

Table 3. Evaluation parameters for measuring the performance. 

Recall Precision F1 Measure 
0.97 0.97 0.97 

Table 4. Comparison of accuracies with other previous studies. 

Method Accuracy Type of Ethnics 

Gender and Ethnic 
classification [17] 

94% Asian, Oriental, 
Caucasian, African 

Features Extraction-

Algebraic [10] 

79% Tibetan, Uighur, Zhuang 

Features Extraction-
Geometry [10] 

90% Tibetan, Uighur, Zhuang 

PCA+SVM [21] 71.11% British, Pakistan 

PLS+SVM [21] 76.03% British, Pakistan 

Face Estimation-Linear 

[43] 

Asian: 85.99%  

None-Asian: 92.21% 

Asian, None-Asian 

Face Estimation-

polynomial [43] 

Asian: 72.55%  

Non-Asian: 80.07% 

Asian, None-Asian 

Face Estimation-RBF 

[43] 

Asian: 76.75%  

Non-Asian: 91.12% 

Asian, None-Asian 

Face Estimation-
Sigmoid [31] 

Asian: 72.55%  
Non-Asian: 90.27% 

Asian, None-Asian 

Influence of cross-ethnic 

social experience [32] 

Asian: 73% Caucasian: 

78% Gypsies: 86% 

Asian, Caucasian and 

Gypsies 

CNN approach [1] 96.9% Pakistani, Russian and 

Chinese † 

Embedding Method 97.3% Pakistani, Russian and 

Chinese * 

† We used this dataset evaluation.  

* Type of ethnics can be any type. It’s not limited to the three 

selected ethnics in this study because we are using some samples to 

be feed to the SVM after extracting their features from the model 

created from NN4. 

6. Conclusions 

We used a deep neural network trained on CelebA [32] 

to obtain 128-D embedding for facial representation to 

identify the ethnicity, then we used a machine learning 

classifier, e.g., SVM, to classify the extracted 

embeddings of any selected group of ethnics to identify 

the ethnicity. The number of samples in each group of 

ethnics can be small. It will not affect the classification 

accuracy due to the good network trained on a large 

number of images that contains many faces from 

different ethnicities and can generate a good feature 

representation for each face in each group. It should be 

noted that ethnicity does not mean nationality. There 

may be a person who has a nationality, but his origin 

belongs to another ethnicity. A new dataset was 

collected to test the model, and it will be openly 

available for research purposes. On the collected 

dataset, the system achieved a classification accuracy of 

97.3%. 
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Figure 4. Output samples from the poposed system. 
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