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Abstract: Anomaly detection concerns identifying anomalous observations or patterns that are a deviation from the dataset's 

expected behaviour. The detection of anomalies has significant and practical applications in several industrial domains such 

as public health, finance, Information Technology (IT), security, medical, energy, and climate studies. Density-Based Spatial 

Clustering of Applications with Noise (DBSCAN) Algorithm is a density-based clustering algorithm with the capability of 

identifying anomalous data. In this paper, a modified DBSCAN algorithm is proposed for anomaly detection in time-series 

data with seasonality. For experimental evaluation, a monthly temperature dataset was employed and the analysis set forth the 

advantages of the modified DBSCAN over the standard DBSCAN algorithm for the seasonal datasets. From the result analysis, 
we may conclude that DBSCAN is used for finding the anomalies in a dataset but fails to find local anomalies in seasonal data. 

The proposed Modified DBSCAN approach helps to find both the global and local anomalies from the seasonal data. Using 

normal DBSCAN, we are able to get 19 (2.16%) anomaly points. While using the modified approach for DBSCAN, we are able 

to get 42 (4.79%) anomaly points. In comparison, we can say that we are able to get 2.21% more anomalies using the modified 

DBSCAN approach. Hence, the proposed Modified DBSCAN algorithm outperforms in comparison with the DBSCAN 

algorithm to find local anomalies. 
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1. Introduction 

Anomaly detection is the task of finding patterns that 

deviate from the expected behaviour of the data [4]. It 

can be applied to various problems such as intrusion 

detection systems, military surveillance, finding 

instances of fraud for credit cards, health care, 

insurance, and fault detection in safety-critical systems 

before any major harm occurs [4]. Their ability to 

translate the detected anomaly into actionable 

information makes it important for data analysis. For 

instance, sensitive data being sent out from a hacked 

computer to an unauthorized destination could lead to 

abnormal traffic patterns in the computer network, its 

detection can prevent further damage [27]. The 

abnormality in an MRI image might be symptomatic of 

malignant tumors [24]. The aberrant readings from 

sensors of a spacecraft could indicate some flaws in its 

components. The outliers could identify a credit card or 

identity theft in a credit card transaction [16]. 

In recent years, there has been an exponential 

increase in the availability of time-series data [15]. 

Real-time data sources such as sensors connected to the 

enormous number of applications and the rise of the 

Internet of Things (IoT) have helped produce data that 

vary with time. Analyzing of these data can effectively 

provide insights important for any application or use 

case [19]. 

Density-Based Spatial Clustering of Applications 

with Noise (DBSCAN) is one of the most common 

clustering algorithms and is most cited in the scientific 

literature [3]. The DBSCAN algorithm mostly related 

clusters as a dense area of events in the data samples 

isolated by low-density regions. Due to the advantages 

of the DBSCAN algorithm, many researchers 

considered it for their research purpose. A unique 

algorithm based on DBSCAN for anomaly detection is 

presented in [9]. Blockchain technology is a recent 

research trend, and a researcher used the DBSCAN 

algorithm for anomaly detection in the Bitcoin price 

[8]. 

In this paper, a modified DBSCAN is proposed for 

identifying anomalies in a seasonal time-series dataset. 

For instance, in the monthly temperature data, 

DBSCAN would be able only to detect global 

anomalies, perceiving the data as a whole, but would 

fail to identify local anomalies, i.e., for individual 

months. Since the temperature data would have a 

strong seasonal component, one viable approach could 

be deseasoning the data in the pre-processing step to 

eliminate the seasonal part, as explained in [26]. The 

modified approach adds additional attributes to each 

instance of the dataset. The features are added based 

on a circular coordinate system that repeats after a 

given interval. Further, with the optimized value of the 

parameters, the results for our modified approach is 
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obtained. The experimental result helped to find out the 

global as well as local anomalies. Modified DBSCAN 

outperforms compared with the standard DBSCAN 

method for anomaly detection in seasonal data.  

We have compared our algorithm output with the 

DBSCAN algorithm and mentioned it as a comparison. 

As such, no related work has been implemented on the 

same datasets, so we did not include a comparison with 

the existing paper. We first implemented DBSCAN, 

then implemented our proposed algorithm, and 

comparisons of both algorithms are highlighted 

properly. 

 The rest of the paper is organized as follows: 

Section 2 presents the different approaches researchers 

use in anomaly detection with a brief literature review. 

Section 3 presents the DBSCAN algorithm, and section 

4 describes the proposed modified DBSCAN approach. 

Section 5 shows the obtained experimental results 

analysis. Finally, section 6 finalizes this paper with a 

conclusion, limitations, and future research potentials. 

2. Literature Review 

In the literature, for anomaly detection, there are 

different techniques employed by researchers [4]. 

Anomaly detection uses both supervised, for example, 

support vector machines or decision trees [4], or 

unsupervised (e.g., clustering) data mining techniques 

depending on the various domain and use cases. 

Anomaly detection in time-series data has been a 

heavily studied research topic in the machine learning 

and data science domain [12]. 

Conventionally, concerning an expected behaviour 

model, the events with low probability are considered 

anomalies [21], whereas this task is performed by a 

maximum posterior estimation in [20]. A probabilistic, 

nonparametric approach using a squared-loss objective 

function for anomaly detection is proposed in [23]. 

Deep learning is a neural network-based computational 

model composed of multiple processing layers that 

learn data representation with various abstraction levels 

[18]. A convolutional autoencoder for automated video 

surveillance by applying the reconstruction error of 

each frame as an anomaly score and proposing a 

method for aggregating high-level spatial and temporal 

features input frames is presented in [25]. Marchi et al. 

[22], described denoising autoencoder that uses 

Bidirectional Long Short-Term Memory (Bi-LSTM) to 

process auditory spectral features to LSTM can 

maintain long-term memory, and stacking recurrent 

hidden layers in such networks enables the learning of 

higher-level temporal features for faster learning with 

sparser representations and can be used for anomaly 

detection in time-series [11] and internet traffic [6, 28]. 

In the industry, Netflix uses its Robust Principal 

Component Analysis (RPCA) method [1]. For 

scalability, Yahoo Extensible Generic Anomaly 

Detection System (EGADS) [17] deploys an anomaly 

filtering layer on a series of anomaly detection and 

forecasting models for identifying anomalies on time-

series data. Both require analyzing the complete 

dataset, whereas, prior to anomaly detection, Symbolic 

Aggregate Approximation (SAX) [7] generates 

symbols by decomposing the full-time series. 

Akouemo and Povinelli [2], employed a probabilistic 

approach with anomalies being discovered using a 

linear regression model with weather inputs, and a 

Bayesian classifier tested the anomalies for false 

positives. Ahmad et al. [1] and Pimentel et al. [23], 

authors propose an unsupervised algorithm for 

anomaly detection in real-time online streaming data 

to tackle real-time anomaly detection challenges. Few 

more studies related to anomaly detection are found in 

[5, 10, 13, 14]. 

2.1. Comparisons  

The dataset contains monthly average data of 73 years, 

and thus we have ~876 data points. Using normal 

DBSCAN, we are able to get 19 (2.16%) anomaly 

points. While using the modified approach for 

DBSCAN, we are able to get 42 (4.79%) anomaly 

points. In comparison, we can say that we are able to 

get 2.11% more anomalies using the modified 

DBSCAN approach. 

3. DBSCAN Algorithm 

Density-based spatial clustering of application with 

noise, DBSCAN [13] is a data clustering algorithm 

that forms clusters with a maximal set of density-

connected points. Clusters in the data space are 

typically high-density regions separated by lower 

object density regions. 

DBSCAN defines the density in terms of the 

following: 

1. ε-Neighborhood: Objects within a radius of ε (eps) 

from an object and can be represented by the 

relation, 

 N∈ (p): {q | d (p, q) ≤ ∈ 

Where p, q are data points in the space and d(p, q) 

represents the separation between the data points.  

2. High density: ε-Neighborhood of an object 

containing at least minpts of data points. 

The algorithm requires two parameters: the 

neighbourhood distance ε (eps) and the minimum 

number of the points needed to form a high-density 

region minpts. The parameters categorize the data 

points as core points, border points, and outlier points. 

A core point has more than minpts number of points 

within the ε (eps) distance and lies at the cluster's 

interior. A border point is in the neighbourhood of a 

core point but has fewer than minpts number of points 

within eps. Outlier points are the anomalous points 

(1) 
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that are neither a core point nor a border point and do 

not fit any cluster. 

The DBSCAN algorithm works as follows. An 

arbitrary point that has not been visited yet is selected, 

and its ε-neighborhood is retrieved. If the number of 

neighborhood points is greater than the minpts, a 

cluster is started; else, the point is marked as noise. If 

the point being noise is later found to lie in the ε-

neighborhood of some other point with apt size, it 

would be made part of that cluster. If a point lies in a 

cluster's high-density zone, then its ε-neighbourhood is 

also a part of that cluster. All points found within the ε-

neighbourhood are added to the cluster, as is their own 

ε-neighborhood if they are dense until it is found that 

the density-connected cluster is complete. Again, an 

unvisited point is retrieved and processed as stated 

above, leading to the determination of a further cluster 

or noise. 

4. Proposed Modified DBSCAN Algorithm 

In a time-series dataset with a seasonal component, 

DBSCAN works well to detect global anomalies but 

fails to identify the local anomalies. The dataset under 

consideration is a monthly average temperature data 

having a strong seasonal component. The global 

anomalies, in this case, would refer to the anomalies of 

the data as a whole, and the local anomalies depict the 

outliers for a particular month. To find local anomalies 

as well, the DBSCAN is modified to add some features 

to the dataset. The average monthly temperature data 

would be having a period of 12. Using this, each data 

point can be assigned additional coordinates projecting 

the 1-dimensional data to 3- dimensional domain. It is 

better represented in Figure 1. 

 

Figure 1. Data points conversion. 

Applying DBSCAN to this modified data helps us to 

find local anomalies of the dataset. With the 

modification, neighbour months are equidistant, and 

DBSCAN can be applied individually to identify 

anomalies of each month. The pseudo-code for the 

modified DBSCAN algorithm is as below. 

5. Analysis of Experimental Results 

This section presents the evaluation of the results 

obtained with the modified DBSCAN on the monthly 

average temperature dataset and its comparison with 

the normal DBSCAN algorithm. For the results, 

seasonality is taken into consideration. With the help 

of additional coordinates, as stated in the above 

section, an attempt is made to detect the data's local 

month-wise anomalies.  

5.1. Data Set Description 

The dataset used in this study consists of monthly 

average temperature data collected at Will Rogers 

World Airport (U.K.). The data were converted to 

monthly averages by averaging daily values for each 

month. The data were available for 73 years (from 

1938 to 2011). 

5.2. Anomaly Detection Using DBSCAN 

Algorithm 

While applying normal anomaly detection, minpts are 

taken as 4, and eps are taken as 0.3. Experimental 

results obtained by applying DBSCAN Algorithm are 

illustrated in Figure 2. The no. of anomalies varies 

with different minpts and eps values. The same values 

for these parameters are taken for the normal 

DBSCAN algorithm to solve this issue. The modified 

algorithm as DBSCAN is a distance-based clustering 

algorithm that also helps determine anomalies in the 

data.  

 

Figure 2. Experimental results over DBSCAN Algorithm. 

5.3. Anomaly Detection Using Proposed 

Modified DBSCAN Algorithm 

The main aim of this modified DBSCAN algorithm is 

to determine local anomalies in the data. As can be 

seen, the normal DBSCAN algorithm only gives 

anomalies that have extreme values. As only the 

extreme anomalies can be identified, the anomalies of 

months with values lying in midrange temperature 

cannot be detected, which is a reasonable possibility. 

For example, in September, temperature lays in the 

range of 21-26 ⁰C. But when the temperature is below 

or above that range, there may be a chance of 

anomaly. This modified approach would help find 

those points that lie in the midrange but significantly 

deviate from their respective month values. 
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The result is shown for different radius values of 

cylindrical coordinates. When radius value is low, 

adjacent months are highly dependent on each other, 

and they easily form clusters. But for a higher value of 

the radius, months and their neighbours are separated at 

equal distances. The result is shown in Figures 3-a) and 

3-b) for different values of radius as follows. This 

helped to find anomalies of that particular month and 

also consider the influence of the neighbour months. 

 
a) MinPts=4, eps=0.3,Radius=0.2.  

 

b) MinPts=4, eps=0.3,Radius=0.15. 

Figure 3. Result analysis using proposed DBSCAN algorithm. 

The change in radius also changes the result, which 

can be seen in Figures 3-a) and 3-b). With decrement in 

the radius's value, the number of anomalies decreases 

Figure 3-b), and with increment in radius, the number 

of anomalies increases refer Figure 3-a). For the 

midrange value of the radius, the desired results are 

obtained. The result obtained can be better visualized 

when the results for individual months are analyzed. 

The results of individual months present the various 

aspects of the modified DBSCAN algorithm as shown 

in Figures 4-a) and 4-b). The main consequence is 

shown for September using DBSCAN and modified 

DBSCAN algorithm presented in Figures 4-a) and 4-b). 

A comparison between Figures 4-a) and 4-b) shows that 

modified DBSCAN outperforms. But still, they were 

considered anomalies because their values were not in 

the range as per their individual month values and 

neighbours.  

 
 a) Using DBSCAN algorithm with minPts=4, eps=0.3. 

 
b) Using the proposed DBSCAN algorithm with minPts=4, eps=0.3. 

Figure 4. Results analysis for September month. 

The proposed algorithm gives better results for all 

months except October because the month had a high 

range of temperature values presented in Figures 5-a) 

and 5-b) This can be considered a limitation of this 

approach.  

 
a) Using the DBSCAN algorithm with minPts=4, eps=0.3. 

 
b) Using Modified DBSCAN algorithm minPts=4, eps=0.3. 

Figure 5. Results analysis of October month.  
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6. Conclusions 

Anomaly detection in time-series data has been an 

essential task using case cutting across various 

industries. In this paper, a modified approach for using 

DBSCAN for seasonal time-series datasets are 

presented, enabling the algorithm to detect local 

anomalies and global anomalies. Conventionally, 

DBSCAN fails to see the abnormalities in data with 

seasonality, and it requires the data to be free of such 

trends. Thus, the modified algorithm reduces the 

tedious task of pre-processing the data to remove the 

seasonal trends.  

This study considered only seasonal data collected 

from a single source. The proposed approach can be 

applied to data collected from different sources and 

various applications in future work. It will increase the 

applicability of the proposed work to more datasets. 

Furthermore, this work can be extended for the data 

which follows linear or nonlinear trends.  
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