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Abstract: This Radial Basis Function Neural Networks (RBFNNs) have been used for classification in medical sciences, 

especially in diabetes classification. These are three layer feed forward neural network with input layer, hidden layer and 

output layer respectively. As the number of the training patterns increases the number of neurons in the hidden layer of 

RBFNNs increases, simultaneously network complexity increases and classification time increases. Although various efforts 

have been made to address this issue by using different clustering algorithms like k-means, k-medoids, and Self Organizing 

Feature Map (SOFM) etc. to cluster the input data of diabetic to reduce the size of the hidden layer. Though the main difficulty 

of determination of the optimal number of neurons in the hidden layer remains unsolved. In this paper, we present an efficient 

method for predicting diabetics using RBFNN with optimal number of neurons in the hidden layer. This study mainly focuses 

on determining the number of neurons in hidden layer using cluster validity indexes and also find out the weights between 

output layer and a hidden layer by using genetic algorithm. The proposed model was used to solve the problem of detection of 

Pima Indian Diabetes and gave an accuracy of 73.50%, which was better than most of the commonly known algorithms in the 

literature. And also proposed methodology reduced the complexity of the network by 90% in terms of number of connections, 

furthermore reduced the classification time of new patterns. 
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1. Introduction 

Diabetes Mellitus (DM), generally referred as diabetes. 

Diabetes is really a condition where the body fails to 

utilize the glucose properly. This is due to lack of 

sufficient insulin hormone in the body. It has 

symptoms like frequent urination, increased hunger, 

increase thirst and high blood sugar. Diabetes is the 

fastest rising long-term illness, condition that impacts 

lots of people globally. The excess blood sugar within 

the blood vessels can harm the blood vessels, this kind 

of situation leads to various complications 

like cardiovascular damage, kidney damage, nerve 

damage, eye damage and stroke [2, 39]. 

Classification systems are actually trusted in the 

health care sector to explore hidden patterns in the 

patient’s data. These systems aid medical professionals 

to enhance their diagnosis, prognosis along with 

remedy organizing techniques. A lot of studies revealed 

that RBFNNs are helpful for classification and pattern 

recognition tasks. The performance of these neural 

networks is also on par with the more widely used 

Multi-Layer Perceptron Neural Network (MLPNN) 

model and the classical logistic regression. It utilizes 

fairly few numbers of locally tuned units known 

as neurons, and it is adaptive in nature. RBFNNs are 

based on supervised learning, these networks are good 

at modelling nonlinear data [31]. MLPNNis most 

popular for classification and it uses iterative process 

for training, since its iterative nature most of 

researchers proposed Radial Basis Function Neural 

Networks (RBFNNs) for classification task as an 

alternative to MLPNN. Unlike MLPNN, RBFNNs are 

trained in single iteration and also learn the given 

application quickly. The RBFNN is a distinct type of 

neural networks with a number of distinct capabilities. 

Since its first proposal, the RBFNN drawn a great 

attention in research areas. The RBFNN is made of 

three layers, specifically input layer, hidden layer and 

output layer [7, 20]. 

The size of the input layer is determined by the 

dimensionality of training patterns and output layer is 

by number of distinct classes in training patterns. To 

figure out number of neurons in the middle hidden 

layer, the simplest method is to assign a neuron for 

each training pattern. Even this simple approach is not 

possible practically as most of the applications are 

having large training patters with high-dimensionality. 

So usually it is a good practice to cluster the training 

patterns first to create a reasonable number of groups 

by employing clustering techniques like k-means, k-

medoids, Self Organizing Feature Map (SOFM), etc., 

Once we create groups we can assign a neuron to each 

group (cluster) [7, 10]. 
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As a way to identify the middle layer of an RBFNN 

we need to fix a number of cluster center locations in 

the hidden layer along with their basis function 

characteristics. Normally these basis functions are 

Gaussian functions. A Gaussian is usually characterized 

by means of the center location and shape (spread).To 

find center locations for Gaussian functions earlier so 

many attempts made by using clustering techniques. 

Mostly the k-means clustering process is used to locate 

a set of k Gaussian function centers because of its 

simplicity to implement and also it runs only in 0 (nkt), 

where n is the size of the data, k is the number for 

clusters and t is the number of iterations needed to 

algorithm convergence. These clustering algorithms 

partition the input data into k disjoint clusters. Once 

membership of all data points determined, average of 

cluster elements treated as the center location of that 

cluster. These center locations are used in Gaussian 

functions (basis function) of RNFNNs and the shape 

(spread) of Gaussian functions is determined by each 

cluster co-variance matrix. 

In this paper, we used a Gaussian function as a 

kernel function and we are proposing the Optimized 

Radial Basis Neural Network (ORBFNN) based on 

cluster validity indexes to predict the diabetes mellitus. 

1.1. RBF Network Model 

The RBFNN [7, 18, 31] is a three layer feed forward 

architecture as shown in Figure 1. The construction of 

this type of network involves determination of number 

of neurons in 3 layers. The input layer is made up of D 

neurons where D is the dimensionality of input vector. 

The input layer is usually completely linked to hidden 

layer of size H neurons. These hidden layer neurons are 

complexly linked with output layer of size CN neurons. 

The output layer provides the response of the 

network for given patterns present at the input layer. 

There is no transformation happen at the input layer, 

this layer simply forward the whatever inputs are 

present to it. But at hidden layer it is a nonlinear 

transformation because of Gaussian activation 

functions and at output layer it is a linear 

transformation because the response of output layer 

neuron is a weighted sum of hidden layer outputs [7, 

18, 31]. 

1. Input layer: This layer contains D number of 

neurons, where D is input vector dimensionality. 

2. Hidden layer: This layer is made up of H (H<N) 

number of neurons, where N is the number of 

training samples. 

Every neuron is mathematically described by a 

normalized radial basis function  

φi(a) = φ(‖a − µi‖),    i = 1,2, … , H  

φi(a) =
1

√(2π)
M
|Ri|

e−(a−μi)
TRi

−1(a−μi),  

Rij = ∑ (ali − µi)l (alj − µj), i, j = 1,2… . , D   

Where, 

µi is the mean vector of cluster points determined 

from given data by clustering, R is the cluster 

covariance matrix and l is the index for sample pattern 

in the cluster. 

The hidden layer is having mostly Gaussian 

functions as activation functions. These Gaussian 

functions are characterized by their mean vectors 

(centers)µi and shape (spread). The µi is the center for 

Gaussian function, and the vector a is the pattern 

presented at the input layer. The links joining the input 

layer neurons to the hidden layer neurons are direct 

connections with no weights [7, 18, 31]. 

 

Figure 1. RBFNN architecture for pattern classification task. 

3. Output layer: Size of this layer is very small. As 

shown in the Figure 1, the RBFNN structure 

consists of CN neurons and with linear activation 

functions. Size of this layer is determined by 

number of distinct classes in the training data. 

Output of the jth neuron in output layer given by  

yj(a) = ∑ wijj φi(a) , i = 1,2,… , H , j = 1,2,… , CN  

Where, 

wij is the weight between ith unit in output layer and jth 

unit in hidden layer. 

4. Next, it is necessary to fix the class label for input 

pattern vector a. It is assigned to j Where 

arg   max
j
yj (a), j = 1,2,… , CN 

1.2. Cluster Validity Indexes 

Commonly how many clusters are unknown within 

provided data. In k-means criteria, it is really hard to 

pre-determine value of k. So we need a metric for the 

partitioning result in order to find the perfect number 

of clusters. Commonly, that clustering outcome is 

actually tested with a qualifying measure called cluster 

validity index. Any validity index states precisely how 

very well this clustering split up this provided data 

sets [29, 33]. 

Several indexes were introduced in literature. These 

indexes are commonly merged into the clustering 

technique to have the overall finest intra-compact 

clusters and inter-separated clusters. Making use of 
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 (12) 

the intra-cluster and also the inter-cluster distances Ray 

and Turi planned a simple validity index to search for 

the optimal quantity of clusters inside color image 

segmentation [29, 33].We can define intra-inter-validity 

index as  

Intra − Inter Validity =
Intra cluster distance

Inter cluster distance
 

Where, 

Intra cluster distance =
1

N 
∑ ∑ ‖x − zi‖

2
x∈ci

k
i=1 , 

Inter cluster distance =  min
i,j
(‖zi − zj‖

2
) 

Where, 

i = 1, 2, …, k-1, 

j = i + 1, i + 2, … , k, 

Zi denotes the center of the cluster ci, k is the number of 

the clusters and N is the number of data points.  

To find intra compact clusters and well separated 

inter clusters we have to minimize the intra cluster 

distance, i.e., distances between the points in the cluster 

and their cluster center, and maximize the inter cluster 

distance (by considering the minimum value for inter 

cluster distance), i.e., distance between cluster centers 

respectively. Overall, we have to minimize the intra-

inter validity index for better clusters. It means that the 

minimum value for validity indicates intra compact 

clusters and inter well separated clusters. Another 

cluster index is Dunn index, it may be treated as a 

modified version of intra-inter index. Dunn index is 

defined in below Equation (15). 

Dnc = min
i=1,…,nc

{ min
j=i+1,…nc

(
d(ci ,cj)

max
k=1,…nc

diam(ck)
)} 

Where d (ci,cj) is the dissimilarity function between two 

clusters ci and cj is given by  

d(ci, cj)  =   min
x ∈ ci ,y∈cj

d(x, y)  

Cluster diameter diam (c) is defined in Equation (11), 

this can be treated as dispersion measure of cluster. 

diam(C) = max
x,y ∈C

d(x, y) 

To identify compact and well-separated clusters we 

need to maximize Dunn index, unlike minimizing the 

intra–inter ratio. In other words, the maximum value for 

Dunn index indicates a good estimation of fine-tune 

cluster number for given data. 

The above two indices are simple to implement but 

there are some disadvantages. The first one is, they are 

very sensitive to noise in the datasets [29, 33]. The 

second one is, in case of complex data sets like DNA 

microarray dataset, the definition of the minimal or 

maximal inter-distance used in the above two indices 

need not be compatible with the exact structure of the 

original data set. In case of complex datasets the 

geometry of clusters is arbitrary and it is hard to find 

well separated clusters [33]. By overcoming above two 

problems author in [33] has proposed new index called 

Dynamic Validity Index (DVI) to get a perfect cluster 

number. The new dynamic validity index represented 

as 

DVIndex = min
k=1,..K

{IntraRatio(k) + γ ∗ InterRatio(k)} 

Where, 

IntraRatio(k) =  
Intra(k)

MaxIntra
, 

InterRatio(k) =
Inter(k)

MaxInter
 , 

Intra(k) =
1

N
∑ ∑ ‖x − zi‖

2
x∈ci

k
i=1 , 

MaxIntra = max
i=1,…K

(Intra(i)),  

Inter(k) =
max
i,j
(‖zi −zj‖

2
)

min 
i≠j

(‖zi   −zj‖
2
)
∑

1

∑ (‖zi   −zj‖
2
)k

j=1

k
i=1 ,  

MaxInter = max
i=1,..K

(Inter(i)),  

Where, 

Zi is the center of the cluster Ci, N is the number of 

data points, and K is the upper bound on number of 

clusters. 

In Equation (13), Intra term in representing the 

overall compactness of clusters and in Equation (17) 

Inter term represents overall separateness of clusters. 

As the number of clusters increases intra term value 

decreases whereas inter term value increases. For the 

purpose of comparison author have done 

normalization for both terms using MaxIntra and 

MaxInter terms respectively to obtain IntraRatio and 

InterRatio terms. In [33] author also used a modelling 

parameter called γ, usually it set to 1 if there is no 

noise in the data. If there is some noise, we can set it 

by less than 1. In some special case we can set it 

greater than 1 if we intend to more compact clusters 

rather than well separated clusters. In other words, for 

which cluster number the DVIndex reaches a 

minimum value that indicates the optimal number of 

clusters for a given data set [33]. 

The organization of the rest of the paper is as 

follows. In section 2, we present a background and 

literature survey related to the problem. In section 3, 

we present in detail about the proposed model for the 

determination of the optimal neurons (units) needed in 

RBFNN hidden layer and also explained construction 

of Optimal Radial Basis Function Neural Network 

(ORBFNN). In section 4, we presented some 

experimental outcomes that confirm the performance 

of the proposed methodology. In section 5, we have 

drawn some final conclusions and provided some 

extension works that can further improve my model in 

future scope. 

2. Background and Related Work 

Classification and decision support systems have been 

using extensively by medical domain for disease 

diagnosis. This will help doctors to improve their 

diagnosis procedure and to provide better planning for 

treatment. In recent years, many studies have been 
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performed in literature for the diagnosis of diabetic 

disease. Several statistical methods have also been 

used. In [34] authors have used Artificial Neural 

Networks (ANNs) along with Bee colony optimization 

for Magnetic Resonance Imaging (MRI) brain image 

classification. In [24] a logistic regression model was 

used to predict diabetic status. In [30] authors were 

conducted experiments on Pima Indian Diabetes (PID) 

dataset using three different classifiers namely 

MLPNN, Naive Bayes (NB) Classifier and J.48. SVM 

has used for classification of DM patients in [4]. In [35] 

authors have proposed robust version of SVM called 

VaR-SVM. In [26] authors recommended multiple knot 

spline SSVM for classification problems. To estimate 

the efficiency of their technique, they tested on PID 

dataset. In [3] authors performed a comparative 

analysis on diabetes classification techniques. In [3, 16] 

different neural networks, such as Cascade-Forward 

Networks (CFN), Probabilistic Neural Network (PNN), 

Time Delay Networks (TDN), Distributed Time Delay 

Networks (DTDN), used for DM patients classification. 

A classification algorithm based on Ant Colony 

Optimization (AC0), Fuzzy systems and ANNs 

techniques was proposed in [9, 40]. A fuzzy logic 

approach for diabetes classification is introduced in 

[28]. In [19] authors have used MDL-based decision 

tree for the classification of diabetes. In [14] authors 

have used genetic algorithm for finding the neural 

network weights, which are used for diabetes 

classification.  

A hybrid binary classification model based on the 

concepts like ANN and soft computing techniques was 

proposed for classification of type2 diabetes patients in 

[15]. In [13] a comparison study has been performed 

for binary classification problems using different neural 

networks. In [25] RBFNN along with novel kernel 

density estimation function was used for data 

classification. In [37] authors have described about 

application of RBFNN in analysis of diabetes and also 

compared performance of RBFNN with MLPN and 

logistic regression. 

As there is problem of hidden layer size in RBFNN, 

which is same as number of training samples. To tackle 

this problem authors have proposed clustering of input 

data. In literature RBFNN centres were obtained by 

many clustering algorithms, such as fuzzy c-means [5], 

enhanced LBG [32], k-means [18] and others [6, 22] 

etc.The clustering procedure gets the cluster centers by 

trying to minimize the total squared error incurred in 

representing the data set by the different cluster centers. 

So many authors made attempt in this direction to find 

intra compact clusters as well as inter well separated 

clusters by proposing different cluster validity measures 

given in [29, 33]. In [38] an analysis of fuzzy cluster 

validity indices is presented. In [1] authors investigated 

relationship between hypertension and diabetes. They 

have used Oracle Data Miner (ODM) tool for dataset 

analysis. 

3. Proposed Work 

In this paper, we present a new method to figure out 

the number of basis centers needed to RBFNNs for the 

classification of diabetes. This method uses a cluster 

validity index measure of clustering to fine-tune the 

clusters and calculates the intra similarity and inter 

dissimilarity of every cluster. The actual output of the 

proposed method trying to concentrate on optimal 

clusters in those input regions where the cluster 

validity index is more or less depending on kind of 

cluster validity index using, thus attempting to 

maximize intra similarity and inter dissimilarity of 

every cluster. 
Once we figure out the number of basis centers in 

the hidden layer, next it is necessary to fix the weights 

between the hidden layer neurons and the output layer 

neurons. As we have linear activation neurons in the 

output layer, using matrix inversion, these weights can 

be find directly. Matrix inversion is computational 

expensive as the size of training patterns grows, so it 

is hard to find the weights in RBFNN. So, instead of a 

matrix inversion, here we are proposing genetic 

algorithm based technique to find the suitable weights. 

The block diagram of the proposed model is presented 

in Figure 2, and the pseudo codes of the proposed 

model summarized in Algorithms 1 and 2.  

Pseudo code shown in Algorithm 1 is used for 

construction of ORBFNN classifier by obtaining the 

optimal number of cluster center locations and pseudo 

codein Algorithm 2 is used to prediction of class label 

for new inexperienced patterns present to ORBFNN 

classifier. 

 
Figure 2. Block diagram of proposed model. 

Algorithm 1: The pseudo codefor the construction of ORBFNN 

classifier. 

Procedure ConstructClassifier 

Input: A set of training patternsS = {s1, s2, …,  sn}; 



820                                                   The International Arab Journal of Information Technology, Vol. 16, No. 5, September 2019 

            Dimensionality of training pattern D; 

            No of distinct classes in training patterns 𝐶𝑁; 

            Genetic algorithm parameter values Popsize, 

Mutrate, Selection, Nbitsfrom Table 1; 

Noise parameter for DV index γ=1; 

Output: Optimal RBF network. 

Begin 

Step1: Determination of number of basisfunctions 

Let Sbe the set of training patterns and run integrated k-means 

algorithm (k-means along with cluster validity index) with Sas 

input; 

For each 𝜇𝑖 𝜀 OptCluLoc 

LetOptCluLoc be the set of optimal cluster clusters for input 

data as a output ofIntegrated k-means, H is the total number of 

optimal clusters needed for all classes; And  𝑖 = 1,2,… ,𝐻 ; 

Compute 
      

φi(a) =
1

√(2𝜋)
𝑀
|𝑅𝑖|

𝑒−(𝑎𝑖−𝜇𝑖)
𝑇𝑅𝑖

−1(𝑎𝑖−𝜇𝑖)  

Compute 

𝑅𝑖 =∑(𝑎𝑙𝑖 − 𝜇𝑖)

𝑙

(𝑎𝑙𝑗 − 𝜇𝑗),       𝑖, 𝑗 = 1,2… . , 𝐷 

Where,  

𝑐𝑖  is the ith cluster of input data,  

𝜑𝑖(𝑎)  𝑖𝑠  basis function value of𝑐𝑖 , 
M  is the dimentionality of training patterns,                  𝜇𝑖  is the 

center of cluster 𝑐𝑖 , 
𝑅𝑖 is the covariance matrix of cluster 𝑐𝑖 , 
ai   is the training sample of  𝑐𝑖  ε OptCluLocandi   is the cluster 

number, 

Endfor 

Construct a fully connected, feed forward optimal RBFN 

network with D input layer units,H hidden layer units and 𝐶𝑁  

output units; 

Step 2: Determination of output layer weights   

Obtain the weights of output layer using Genetic Algorithm; 

End 

Algorithm 2: The pseudo codefor prediction of class label. 

Procedure predict 

Input: an input pattern a is fed into RBF network constructed 

with the procedure presented in            Procedure 

ConstructClassifier; 

Output: Classlabel prediction forthe input pattern a; 

Begin 

Let Tbe the set that consists of testingpatterns; 

Threshold = 0; 

For each a ε T 

Compute the value of 𝑦𝑗(𝑎) = ∑ 𝑤𝑖𝑗𝜑𝑖(𝑎)𝑗 with below equations 

φi(a) =
1

√(2π)
M
|Ri|

e−(a−μi)
TRi

−1(a−μi)  , 

i = 1,2,… , H 

𝑅𝑖 = ∑ (𝑎𝑙𝑖 − 𝜇𝑖)𝑙 (𝑎𝑙𝑗 − 𝜇𝑗), 𝑖, 𝑗 = 1,2… . , 𝐷 

Where, 

l is the index of sample a, 

𝜇𝑖  is the ithcenter of cluster, 

D is th dimensionality of training pattern. 

Endfor  

If (𝑦𝑗(𝑎)>Threshold) then  

Classlabel= 1; 

Else 

Classlabel = 0; 

End If 

Return (Classlabel); 

End 

3.1. Determination of Output Layer Weights 

by Genetic Algorithm 

Conventional matrix inversion method for weights 

calculation between output and hidden layers is 

computationally expensive and feature matrix 

singularity problem arises, as the number of training 

patterns increases. Hence, Genetic Algorithm (GA) is 

used for overcoming these problems [23]. We can 

perceive (finding weights) this problem as a system of 

linear equations. Systems of equations are functions of 

at least two variables (weights). In order to find a 

solution for the system of equations the coefficient 

matrix should be non-singular. A system of linear 

equations shown below are  

𝐻11W1 +𝐻12W2 +⋯𝐻1𝑗Wj = Y1
𝐻21W1 + 𝐻22W2 +⋯𝐻2𝑗Wj = Y2

⋮
𝐻𝑖1W1 + 𝐻𝑖2W2 +⋯𝐻𝑖𝑗Wj = Y𝑖 }

 

 

 

Which is represented in matrix form as HW=Y 

Where,  

H is the coefficient matrix (feature vector matrix),  

W is unknown weight matrix,  

Y is output matrix(Yi can be either 0 or +1),  

j is the number of features in each training vector and 

i is the number of training samples. 

For any given system of simultaneous linear 

equations, it was noticed that the GA was really 

effective in finding out all possible sets of answers 

that are appropriate. Whereas, a single set of solutions 

are produced by conventional Gaussian elimination 

method. The GA approach follows survival of fittest 

concept. The solutions are evaluated over generations 

by a fitness function to find good solution to the 

problem [21]. 

In GA another important information needed is 

defining the fitness function. At every generation 

using objective function, we can evaluate the fitness 

value of a possible solution. Therefore, in order to 

define the fitness function for systems of simultaneous 

equations we have expressed them as follows set of 

equations must be all at minimum. 

Fun1(W1,W2,, … ,Wj) − Y1 = 0

Fun2(W1,W2,, … ,Wj) − Y2 = 0

⋮
Funi(W1,W2,, … ,Wj) − Yi = 0}

 
 

 
 

 

Where, Y is output matrix(Yi can be either 0 or 1), i is 

the number of training samples and j is the number of 

features in each training vector. 

A correct solution has to satisfy all of the above 

equations. These sets of equations constituted the 

actual objective function for Genetic Algorithm to 

solve systems of linear equations. 

In order to find the unknown weights in the above 

equations, we randomly generated data to represent 

each unknown weight in a system of simultaneous 

 (19) 

 (20) 
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equations, which constitutes each chromosome. Several 

of the chromosomes initially generated from the initial 

generation. In finding the chromosome fitness, the 

randomly generated vector of values (genes) for all the 

unknowns were used to evaluate each line of the 

equation. The results obtained were subtracted from the 

Right Hand Side (RHS) values of the original equation. 

The differences obtained were summed and the 

summation squared, that is, (sum of difference)2 [12]. 

The RHS values of each original equation were also 

summed and the summation also squared, that is, (sum 

of RHS)2. The each chromosome fitness calculated 

using, the concept of coefficient of multiple 

determination was used. This concept is also called the 

squared multiple correlation coefficient which is 

obtained by 

SMCC =
((Sum of RHS )2−(Sum of Difference)2)

(Sum of RHS )2
 

 The values of SMCC range between 0.0 and 1.0 (i.e., 

0.0 ≤ SMCC ≤ 1.0); and the fitness values that are 

closer to 1 imply a better fitness while a fitness value of 

1.0 gives the best fitness that produces the most 

accurate solution to the equations. A well fitted set of 

generation forms the initial population for the next 

generation and subsequently until the stopping criterion 

of fitness of 1.0 or very close to 1 is obtained or the 

maximum generation indicated in the program has been 

reached [12, 17]. 

4. Experimental Results  

4.1. Experimental Setup  

The ORBFNN model has been developed for the 

classification of diabetes. These experiments were 

conducted using Matlab R2015a on 4GB RAM, Intel i3 

processor (3.40GHz) system. The Pima Indians 

Diabetes (PID)dataset is stored in a text document and 

read directly using Matlab R2015a.We have used 

parameters like classification accuracy, sensitivity, 

specificity and also classification time to estimate the 

performance of the developed model. Parameters 

values listed in Table 1 are used in experiments. Except 

γ parameter rest of the parameters used in initialization 

of genetic programming and γ is used DV index as a 

noise parameter. 

Table 1. Various parameter value used in experiments. 

S. No Parameter Value Explanation 

1 Γ 1 Noise parameter for DV index 

2 PopSize 16 Initial population size 

3 MutRate 0.14 Mutation rate 

4 
Selection 

Rate 
0.6 

Fraction of population that survive after 
every generation 

5 Nbits 8 Number of bits in each parameter 

6 MaxGen 1000 Maximum Number of generations 

4.2. Diabetes Disease Dataset 

The Pima Indians, Native Americans who live around 

Arizona, are the most intense type-2 diabetic 

population in the world. Since it is a homogeneous 

group, the data taken from these people are the subject 

of intense studies in diabetics. Pima dataset is a 

collection of 768 female patients medical reports of 

which 500 cases in class 0 and 268 cases in class 1 

[36]. Table 2 shows the attributes of the dataset. 

Accordingly, 9 attributes (8 input and 1 output) were 

studied. Output information or class values are 

indicated as 0: no diabetes (negative) and 1: diabetes 

(positive). 

In order to assess the performance of the proposed 

ORBFNN model, we have partitioned the PID dataset 

into two sets called training and testing data sets. The 

entire PID database having a total of 768 patients 

(records) of data Training data set consisted around 

68% records (518) and testing data set consisted 

around 32% PID records (250). 

Table 2. Pima Indians diabetes dataset attributes. 

Attribute no. Attribute 

1 Age 

2 Number of times pregnant 

3 Concentration of plasma glucose 

4 2-h serum insulin (mu U/mL) 

5 Triceps skin-fold thickness (mm) 

6 Diabetes pedigree function 

7 Body mass index (kg/m2) 

8 Diastolic blood pressure (mmHg) 

9 Class 0 or 1 

The training data set is used for training the 

proposed model and the testing data set is used to 

measure the model performance. In the training phase 

the proposed model is used training records to create 

ORBFNN (to determine optimal hidden layer units 

and weights of output layer).In the testing phase, our 

proposed ORBFNN model is fed by unseen records 

from testing data set. 

4.3. Performance Analysis 

The proposed model experimented on PID dataset. We 

set the maximum number of cluster centers in input 

data to 100.The input for the integrated k-means 

algorithm is fed with a total of 518 records and was 

run over 100 times (to find cluster centers for 2 to 100 

clusters) using three different cluster validity indexes 

namely intra-inter ratio validity index, DV index and 

Dunn index (to find the optimal cluster number and 

center locations). 

We found that integrated k-means using intra-inter 

ratio validity index given minimum ratio value at 

number of clusters equal to 48.So, we have considered 

48 as optimal cluster number and its corresponding 

cluster mean values are optimal cluster center 

locations for the input data. Similarly, we run 

integrated k-means with DV index we found that 39 

was the optimal cluster number and also run integrated 

k-means using Dunn index unlike other 2 validity 

indexes we considered the maximum value 

(21) 
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corresponds to optimal cluster so we found this was 

83.All the results are given in Table 3 and also 

simulated outputs are shown in Figure 3. 

 
Figure 3. Comparison of various indexes. 

Once we determined the optimal center locations of 

clusters, we have created the ORBFNN classifier with 

the optimized center locations found using integrated k-

means and Gaussian kernel activation function 

parameter of each cluster which are also found using 

integrated k-means. Next we found weight values of 

output layer by using genetic algorithm (after proper 

tuning of parameters listed in Table 1). The execution 

was carried over 1000 generations. 

Table 3. Optimal number of clusters determined by validity indexes. 

 Optimal No of Clusters 

Intra-Inter Ratio 48 

Dunn 83 

Dynamic Validity Index 39 

 

Figure 4. Performances at various cluster locations determined by 

Intra-Inter ratio index. 

 

Figure 5. Performances at Various Cluster Locations Determined 

by DUNN Index. 

 Next, we have collected the model output and 

compared against the standard output. This determines 

the accuracy rate or classification accuracy of the 

system. The classification accuracy calculated using 

Equation (22) [11]. Where TP is the True Positive 

count represents the number of patients that the model 

classified to have diabetes among the patients detected 

with diabetes by a medical doctor, TNIs the True 

Negative count represents the number of patients that 

the model classified to be non-diabetic among the 

patients detected as non-diabetic by a medical doctor, 

FP is the False Positive count represents the number of 

patients that the model classified to have diabetes 

among the people detected as non-diabetic by a 

medical doctor, and FN is the False Negative count 

represents the number of patients that the model 

classified to be non-diabetic among the patients 

detected with diabetes by a medical doctor [11] . 

Accuracy =
TP + TN

TP + TN + FP + FN
 

 

 

Figure 6. Performances at various cluster locations determined by 

DV Index. 

(22) 



An Optimized and Efficient Radial Basis Neural Network using Cluster Validity...                                                                   823 

Performances values of the proposed ORBFNN at 

optimal number clusters determined by three validity 

indexes namely intra-inter ratio, Dunn index, DV index 

were captured and presented in the Table 4 and also 

simulated outputs showed in Figures 4, 5, and 6 

respectively. 

Table 4. Performance comparison of three validity indexes. 

 
Optimal number of 

Clusters 

Classification 

Accuracy Achieved 

Intra-Inter Ratio 48 69.40 % 

Dunn 83 70.15 % 

Dynamic Validity Index 39 73.50 % 

Next, we have compared proposed ORBFNN with 

three validity indexes against the conventional RBFNN. 

Experimental results proved that proposed model with 

three validity indexes was achieved the best accuracy as 

compared with conventional RBFNN and also reduced 

complexity of network drastically. This in turn reduced 

the classification time (time for classifying single 

unknown pattern by model) to 5.17 seconds, which is 

very less time compare to conventional RBFNN which 

has taken 574 .75 seconds. Thus we can classify the 

unknown patterns very quickly. These comparison 

results are provided in the Table 5. We got best results 

using DV index, best values highlighted in the Table 5. 

We have calculated confusion matrix for proposed 

model, it is shown in Table 6. Also, we have calculated 

sensitivity and specificity parameters [11] from 

confusion matrix using Equations (23), and (24) in 

order to compare our proposed ORBFNN with other 

older models like PNN,CFN, TDN, Feed Forward 

Network (FFN), decision tree based model GINI and 

Artificial Immune System (AIS) experimented on PID 

dataset. These comparison results were presented in the 

Table 7 and best values are highlighted. These 

experimental results proved that our proposed 

ORBFNN has achieved more accuracy than models 

mentioned above. And also balanced the both network 

complexity and performance. 

Sensitivity =
TP

TP+FN
 

Specificity =
TN

TN + FP
 

Table 5. Comparison of complexity of network, number of hidden 

layer neurons and classification accuracy between proposed model 
and conventional RBFNN. 

 
Conventional 

RBFNN 

ORBFNN With  

Intra-Inter 

Ratio Index 

ORBFNN 

With Dunn 

Index 

ORBFNN with 

DV Index 

# of Hidden 

Layer Neurons 
768 48 83 39 

# of Links 

(Complexity of 

network ) 

7680 480 830 390 

Classification 

Accuracy 
68.53 % 69.40 % 70.15 % 73.50 % 

% reduction in 

network 

complexity 

0% 93.75% 89.19% 94.9% 

Classification 

Time for single 

sample in 

seconds 

574.75 7.26 45.96 5.17 

Table 6. Confusion matrix for the ORBFNN.  

 Predicted Class 

A
c
tu

a
l 

C
la

ss
 

 Yes No Total 

Yes TP = 58 FP = 34 92 

No FN = 32 TN = 126 158 

Total 90 160 250 

Table 7. Comparison of various models against proposed model. 

Model Dataset Accuracy (%) Sensitivity (%) Specificity (%)  

FFN PID 68.80 % 54.44 % 76.88 % 

CFN PID 68.00 % 62.22 % 71.25 % 

PNN PID 72.00 % 63.33 % 76.88 % 

TDN PID 66.80 % 41.11 % 81.25 % 

GINI PID 65.97 % 44.71 % 77.78 % 

AIS PID 68.80 % 52.22 % 78.13 % 

Proposed 

Model 
PID 73.50 % 64.44 % 78.75 % 

Finally, the proposed ORBFNN has been compared 

with existing standard algorithms like Memetic Elitist 

Pareto non dominated sorting genetic algorithm based 

RBFN (MEPGAN) f1-f3 [27], MEPGANf1f2 [27], 

Bee-RBF [8] and Bat-RBFN [7]. These methods are 

improvements of RBFNN in the literature. These 

comparison results are shown in terms of accuracy, 

sensitivity and specificity in Table 8. The proposed 

method results are highlighted in Table 8. It is 

observed from table results that the proposed model 

achieved highest accuracy and balanced sensitivity 

and specificity when compared with other standard 

algorithms. 

Table 8. Comparison of proposed model and other methods in the 
literature.  

Model Accuracy (%) Sensitivity (%) Specificity (%) Year [Ref] 

 MEPGANf1–f3 68.35 20.37 94.00 2013 [26] 

MEPGANf1f2 72.78 45.20 87.11 2013 [26] 

Bee-RBF 71.13±1.06 -- -- 2016 [9] 

Bat-RBFN 70..00 77.34 56.25 2017 [8] 

Proposed Model 73.50 % 64.44 % 78.75 % This study 

5. Conclusions and Future Work 

This paper proposed a new classification model for 

classifying diabetes patients. The proposed model 

integrates cluster validity index with k-means 

clustering algorithm. The proposed model was 

comprised of two main stages which are determination 

of optimal cluster center locations and classification. 

Our model was used to classify diabetes patients into 

one of two classes (positive/negative). Cluster validity 

index integrated with k-means algorithm to guarantee 

the optimal cluster locations. Optimizing cluster 

centers minimized the classification time by reducing 

network complexity. The proposed model was 

experimented on PID dataset of UCI repository. The 

average classification accuracy of model is 73.50% 

with DV index at 39 optimal cluster number is the best 

while compared with conventional RBFNN 

performance of 68.53%. And further this reduced the 

network complexity by 90% and classification time to 

 (23) 

 (24) 
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5.17 Seconds. The proposed method also achieved 

highest accuracy and balanced sensitivity, and 

specificity, when compared with other improved 

versions of RBFNN. As a future work, hybrid particle 

swarm optimization can be used for determining 

weights. Also, we can apply other kernel functions like 

poly harmonic spline, inverse quadratic etc., in the 

classification phase. 
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