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Abstract: Sentiment analysis deals with opinions in documents and relies on sentiment lexicons; however, Turkish is one of the poorest languages in regard to having such ready-to-use sentiment lexicons. In this article, we propose a domain-independent Turkish sentiment seed lexicon, which is extended from an initial seed lexicon, consisting of 62 positive/negative seeds. The lexicon is completed by using the beam search method to propagate the sentiment values of initial seeds by exploiting synonym and antonym relations in the Turkish Semantic Relations Dataset. Consequently, the proposed method assigned 94 words as positive sentiments and 95 words as negative sentiments. To test the correctness of the sentiment seeds and their values the first sense, the total sum and weighted sum algorithms, which are based on SentiWordNet and SenticNet 3, are used. According to the weighted sum, experimental results indicate that the beam search algorithm is a good alternative to automatic construction of a domain-independent sentiment seed lexicon.
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1. Introduction

Sentiment analysis is the process of identifying the opinion (e.g., negative or positive) of a given document. While people are making decisions about their choices they are mostly affected by other people’s opinions. The Internet, which has an important place in our daily lives, has become an indispensable medium for data analysis as a result of the constant and unavoidable increase in stored data through new resources that have millions of users such as blogs, dictionaries, news portals, ecommerce and social media websites. Unlimited streaming of information and review on the Internet enables the analysis of user reviews from many different domains. Due to the increase of review pages, blogs, dictionaries, etc. sentiment analysis has become an important topic in recent years and sentiment lexicons are essential for a research in this field.

A sentiment lexicon is crucial for sentiment analysis as it provides initial sentiment information about the documents and consists of words and phrases which are assigned a positive or negative score reflecting its sentiment polarity [28]. A sentiment learning algorithm initially starts with sentiment seeds such as good or bad which have domain-independent positive or negative scores. The algorithm then propagates these sentiment seeds to estimate the sentiment score of each new sentiment word. These kinds of algorithms use a thesaurus such as WordNet [22] to find new sentiment words and calculate their sentiment scores due to the similarity between words. However parsing all synonyms from a thesaurus to give them sentiment scores is not a suitable way to construct an efficient sentiment lexicon.

Constructing a general lexicon, which can be used efficiently in every domain, is a difficult and time consuming task because the sentiment expressions of the words changes from one domain to another. A prime example of this is the word short, which in an electronics review would take a negative connotation, as in the short battery life of the product, however, when it appears in restaurant reviews it takes on a positive meaning, as in the short service duration. Due to this problem of different domains some words have both positive and negative scores, so if the approach for generating a sentiment seed lexicon can distinguish the ambiguous words; then these kinds of words can be filtered and not included in the lexicon. In result, a more accurate sentiment seed lexicon can be generated for sentiment classification.

In sentiment classification applications, either a general purpose sentiment lexicon is adapted to a specific domain using some domain-specific data or a sentiment lexicon is constructed in a given domain starting from a seed word set. General-purpose sentiment lexicons such as SentiWordNet [3] cannot capture sentiment variations across different domains; they only provide fast and scalable approach to sentiment analysis [16]. On the other hand, constructing a lexicon in a specific domain starting from a very small seed word set is time-consuming. Pang et al. [37] showed that it is difficult to get good coverage of a target domain from manually selected words.

Apart from these approaches, in this study, the seed set which is the largest as possible and contains the words has unambiguous positive or negative
orientation is assumed as the best initial lexicon for sentiment analysis. In Turkish there is a gap in this field which needs to be focused on.

With regard to this consideration, we propose a Turkish sentiment seed lexicon compilation method which is initially made up of manually created seeds and their associated sentiments, and then we expand it with a beam search algorithm. A beam search is a heuristic search algorithm in artificial intelligence which explores the state-space graph by expanding a specific number (denoted by beam width and filter width) of the most promising nodes at each level of the graph. The beam width and filter width are user defined parameters of the algorithm [46].

We evaluated the proposed seed lexicon using four different evaluation methods, the first sense, total sum and weighted sum based on SentiWordNet and SenticNet 3 algorithms as explained in “experimental results section”. Experimental results show that the proposed method results reliable sentiment seed words.

The remainder of the article is organized as follows: Section 2 presents some related work; section 3 describes the proposed approach for generating the Turkish sentiment seed lexicon; section 4 presents and discusses the empirical study; finally we outline conclusions and discuss the future work in section 5.

2. Related Work

So far, numerous sentiment lexicons of varying sizes have been constructed to enable sentiment classification in documents. SentiWordNet [3], SentiSense [15], WordNet-Affect [42] are some of these based on the English lexical databases such as WordNet [22], SenticNet [10], Opinion Lexicon [23], The Semantic Orientation CALculator (SO-CAL) [43], AFINN [34], Subjectivity Lexicon [39]. Generally, the similarity of the words is used to construct the lexicon. Due to obtaining the similarity measures, lexicon construction methods are classified into two. The first one is thesaurus based and the second one is a corpus based approach [44]. In this study, the thesaurus based approach is used.

For the thesaurus based approach, some interesting studies can be summarized. General Inquirer [41], which is a hand-made lexicon constituted by lemmas, can be thought of as the first sentiment lexicon [27]. Started with a manually constructed small set of seed words, and then sorted them by polarity into positive and negative lists. Finally these lists were grown by adding words obtained from WordNet.

Kamps et al. [25] developed a distance measure on WordNet, and showed how it could be used to determine the semantic orientation of adjectives. They constructed a synonyms graph by using words provided from WordNet and determined the word polarity by distance from words in the graph. Esuli and Sebastiani [20] presented a method for determining the orientation of subjective terms based on semi-supervised learning and applied it to term representations which were obtained by using term glosses from an online dictionary. Vossen et al. [47] presented a semantic database cornetto that combines Duch WordNet, which is similar to the Princeton WordNet for English, with Referentie Bestand Nederlands (RBN) which includes frame-like information. Ding et al. [18] obtained an opinion lexicon or the set of opinion words through a bootstrapping process using WordNet. Baccianella et al. [3] constructed SentiWordNet by automatically annotating all WordNet synsets according to their degrees of positivity, negativity, and neutrality. Mahyoub et al. [31] presented an Arabic sentiment lexicon that assigns sentiment scores to the words found in the Arabic WordNet. They started from a small seed list of positive and negative words then used semi-supervised learning to propagate the scores in the Arabic WordNet by exploiting the synset relations.

As it is mentioned in Cruz et al. [13], according to the number of cites, the two most used lexicons nowadays are Bing Liu’s Opinion Lexicon [23] and SentiWordNet [3, 21]. When the literature is examined it can be observed that there are not many sentiment lexicons for languages other than English. Some of these are: Hindu and French [38], Arabian [1], German [12], Japanese [24], Chinese [30, 49], Romanian [4], Indian [14], Spanish [8] and Punjabi [26] sentiment lexicons.

While there are many studies in semantic analysis for English, there are limited studies for Turkish. There has been one previous effort for developing a general purpose sentiment lexicon [16], and there have been a few studies for sentiment analysis. However; we haven’t seen any study about establishing a Turkish sentiment seed lexicon that contains domain independent seeds. Dehkargarhiani et al. [16] presented the first comprehensive Turkish polarity lexicon, SentiTurkNet and they assigned three polarity scores to each synset in the Turkish WordNet, indicating its positivity, negativity, and objectivity levels. Furthermore, some related studies are summarized as in the following. Cakmak et al. [9] tried to build fuzzy models for Turkish emotion words and investigated 197 emotion words by using fuzzy logic techniques. Vural et al. [48] presented a framework for unsupervised sentiment analysis in Turkish documents. They translated the lexicon of the SentiStrength sentiment analysis library to Turkish and implemented their framework to the classification problem of movie reviews. Özert and Ozean [36] indicated that WordNets are easily connected to each other by linking the words in one WordNet to their similar meanings in the other WordNets. They used General Inquirer as a source for English seed words and used Turkish as a foreign language which does not have a resource such as General Inquirer. They
proposed a semi-automated method to produce foreign seed words and generated 1,398 positive and 1,414 negative seed words for Turkish.

3. Design of the Lexicon Model

In this section, the brief overviews of relevant concepts such as beam search and the proposed system are provided.

3.1. Beam Search

Because of its simplicity and effectiveness, the beam search method which is a heuristic tree search method is applied to many problems in several domains. This method is preferred especially for very large state space graphs [46] and has been applied to scheduling, sequencing and combinatorial optimization problems [2, 5, 7, 29, 33, 40, 50]. Like Breadth-First search, beam search progresses level by level with no backtracking but unlike Breadth-First search it moves downward from only the selected nodes which are the most promising nodes according to the evaluation functions at each level. Using only the most promising nodes for branching the next level, beam search is admitted as an adaptation of Branch and Bound algorithm that uses the incomplete derivates so it is an approximate method [45]. In this tree search method the number of nodes to be selected is determined by the user, thus the user can control time and space complexity of the problem [6]. Beam search uses a combination of two evaluation functions for progressing. The first one is called local evaluation function which is fast but can discard good solutions and the second one is called global evaluation function which is accurate but computationally more expensive.

The beam search tree shows how the partial solutions are constructed and at each level child nodes, which have the same parent, compete with each other based on the local evaluation function firstly. In local evaluation function child nodes are filtered according to the filter width (α), thus partial solutions, which are called as beams, are obtained. Then these partial solutions are subjected to the global evaluation function. According to the beam width (β), child nodes, which are the same level and form the partial solution, are filtered in the global evaluation. The success of the beam search depends on the local and global evaluation functions, α and β [35, 40]. With filtering, the aim is to reduce computational burden of the searching algorithm. During the algorithm, searching with filtering can provide performance improvement so this increases effectiveness. With the larger value of α, β good solutions can be found but can cause high computational time [6]. The Figure 1 illustrates the each step of the beam search.

3.2. The Proposed Model

Most sentiment lexicon compilation approaches have two main steps, these being sentiment seed collection and sentiment value propagation. In the first step, seeds with accurate sentiment values are collected manually from existing dictionaries. In this study, 62 sentiment seeds, which have precise sentiment values because of domain independence, have been determined and collected from a Turkish lexicon. In the second step, an existing word/phrase/concept graph is used as the foundation. Sentiment values are propagated from seeds to the remaining parts of the foundation graph. To this end, ConceptNet-based Turkish sentiment lexicon which is open access for academic use called the Turkish Semantic Relations Dataset, which is obtained from a natural language research group of Yıldız Technical University1, is used to improve value propagation with relation selection. In this lexicon there are 85,674 words and the lexicon contains at least one relation for every word with another, so some words are presented more than one time in it. When this lexicon is converted to the state space graph based on relations, the graph would be too large.

Propagation with SYNONYM and ANTONYM relations by using the graph without any optimization criteria increases significantly the computational burden and reduces effectiveness. Therefore, in this study it is convenient to use beam search, which is preferred for very large state space graphs and can provide optimization [46].

As mentioned in the previous section, the success of the beam search depends on these four factors: the local and global evaluation function, filter width (α) and beam width (β) [40]. For the proposed beam search, firstly, local and global evaluation functions are determined based on a heuristic rule which has

1http://www.kemik.yildiz.edu.tr/
been created taking into account Turkish language structures. The heuristic rule says that if a word has more SYNONYM and ANTONYM relations than other words this word is more important. This rule is used as both a local and a global evaluation function for the purpose of propagation. The proposed algorithm is reflected in Algorithm 1.

4. Empirical Study

The number of new seeds obtained from every depth of the solution tree due to local and global evaluation function has been determined with α and β. After determining these functions, selection of the optimal α and β values is very important for the performance of the functions. While compiling the sentiment lexicon, all pairs like these will be kept, and others will be deleted.

![Algorithm 1: Proposed beam search algorithm.](image)

When the depth is increased it can be clearly seen that there is no change in the variety of adjectives; only the same adjectives repeat multiple times and causes unnecessary time complexity. So in this context, tree depth is determined to be 4.

For each of the 62 seeds, in every depth, based on the heuristic rule first locally then globally maximum four seeds are determined. These steps are performed recursively until the fourth level of the tree is reached and at the end 494 new seeds are obtained. The proposed method assigns 277 words as positive and 217 as negative sentiments. These new 494 seeds are examined and some operations are performed on them. These operations are described as in below:

- If there are same pairs of sentiment seeds and sentiment values in the sentiment lexicon, only one of these pairs will be kept, and others will be deleted.
- If there is a sentiment seed with different sentiment values (<seed1, positive>, <seed1, negative>) in the sentiment lexicon, all pairs like these will be deleted.

As a result of these steps, the number of seeds has fallen from 494 to 189 (94 positive and 95 negative). For these 189 seeds, there is not a baseline method for Turkish natural language processing to check whether
their sentiment value is true or not. Therefore, a global English sentiment lexicon is needed in this study. For this purpose, SentiWordNet and SenticNet 3, which have been found very helpful in sentiment analysis and opinion mining problems, are preferred. SentiWordNet is a public lexical resource and devised for using sentiment classification and opinion mining applications [3]. In SentiWordNet, each synset is associated to three numerical scores P (positive), O (objective) and N (negative), describing how positive, objective, negative the terms contained in the synset are [21]. These P, O and N scores are in range [0.0-1.0] and summation of these scores is equal to 1.0. The method used in SentiWordNet is based on quantitative analysis of the glosses associated to synsets [19].

SenticNet 3 is a freely available semantic and affective resource for sentic computing and exploits energy flows to provide the semantics and sentics associated with 30,000 multi-word expressions [11]. SenticNet2 is presented as RDF XML format and this resource consists of a sentic vector, which contains pleasantness, attention, sensitivity, and aptitude, and a polarity value, which takes the interval from -0.999 to +0.999, for each concept.

To use the SentiWordNet and SenticNet 3 in this study, first Turkish sentiment seeds are translated to English with a fast translator. Thus, in our Java code gtransluteapi-1.0.jar is used. Gtranslateapi3 provides a simple, unofficial, Java client API for using Google Translate. 189 Turkish sentiment seeds are translated into English using this API. After translation, the results are examined with Seslisozluk4, which is top ranked dictionary website in Turkey and 6th in the world. It is observed that there are some problems about translation into English. Some Turkish words cannot be translated to English and these words are manually translated based on their meaning and lexical category and some of them are translated but it has been seen that their meanings are considerably different. One of the main reasons of this situation is semantic differences between the two languages. To solve this problem WordNet, which is a lexical dictionary [32], is used to verify correctness of the translation result. This verification process is carried out and adjustments are made manually. As a result of these steps, the solution tree is obtained. The English version of the tree is presented in Figure 2.

To evaluate the acceptability of the proposed method, SentiWordNet based algorithms, which are the first sense, the total sum and the weighted sum, and SenticNet 3 are implemented and described below.

For a sentiment seed $s_i$ its synset defined as:

$$\text{Synset} = \{S_{s_1}, S_{s_2}, \ldots, S_{s_n}\}. \quad (1)$$

In the first sense algorithm, only the first sense score of the sentiment seed is used. The basic idea of this algorithm is that the first sense of the sentiment seed offers the most common usage [17]. The algorithm for this approach is displayed in Algorithm 2.

Algorithm 2: First sense algorithm.

1. procedure FIRSTSENSE(SeedDictionary)
2. for all SentimentSeed $s_i \in$ SeedDictionary do
3. if Positive($S_{s_i}$) > Negative($S_{s_i}$) then
4. SeedValue($s_i$) ← Positive
5. else if Positive($S_{s_i}$) < Negative($S_{s_i}$) then
6. SeedValue($s_i$) ← Negative
7. else
8. SeedValue($s_i$) ← Objective
9. end if
10. end for
11. end procedure

The results of the algorithm are displayed in Table 1. In the first sense approach the sentiment seed can take three different values, as stated here: positive, objective and negative. As it is seen in the table below, the sentiment value of 41 sentiment seeds are estimated incorrectly, this corresponds to approximately 21% of all seeds.

Table 1. Confusion matrix of first sense algorithm.

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>74</td>
</tr>
<tr>
<td>Objective</td>
<td>0</td>
</tr>
<tr>
<td>Negative</td>
<td>9</td>
</tr>
</tbody>
</table>

When the first sense is examined in terms of incorrectly classified sentiment seeds, it is observed that 24 seeds which are positive or negative are labeled as objective. To give an example, we can consider the Turkish word “bayağı”. The translation API translates the adjective “bayağı” to the English word “plebeian”. First sense scores of “plebeian” in SentiWordNet are P: 0, O: 1, N: 0. Positive and negative sentiment scores of this seed are equal so this seed is labeled as objective. On the other hand, “bayağı” definitely has a negative meaning in Turkish.

The English translation of the Turkish adjective “kart” is “old”. The first sense scores of “old” are P: 0.375, O: 0.625, N: 0.0. Even the first sense algorithm predicts the sentiment value of “old” as positive; the Turkish adjective “kart” is used for describing negative situations. There are 8 more seeds like this situation.

“Körpe”, which is the antonym of “kart”, is found as negative based on its first sense score. Its English translation is “fresh” and sentiment scores of this adjective are P: 0.375, O: 0.0, N: 0.625. First sense algorithm predicts 5 positive sentiment seeds as negative. The performance measure of the algorithm is given in Table 2 (TP: TP Rate, FP: FP Rate, P: Precision, R: Recall, ACC: Accuracy).

---

2http://sentic.net/senticnet-3.0.zip
3http://code.google.com/p/google-translate-api-v2-java/
4http://www.seslisozluk.net/
Table 2. Performance measures for first sense algorithm.

<table>
<thead>
<tr>
<th>Class</th>
<th>TP</th>
<th>FP</th>
<th>P</th>
<th>R</th>
<th>ACC</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>0.79</td>
<td>0.09</td>
<td>0.89</td>
<td>0.79</td>
<td>0.85</td>
<td>0.84</td>
</tr>
<tr>
<td>Objective</td>
<td>0</td>
<td>0.17</td>
<td>0</td>
<td>0</td>
<td>0.86</td>
<td>0</td>
</tr>
<tr>
<td>Negative</td>
<td>0.77</td>
<td>0.06</td>
<td>0.94</td>
<td>0.77</td>
<td>0.86</td>
<td>0.85</td>
</tr>
<tr>
<td>Weighted</td>
<td>0.52</td>
<td>0.1</td>
<td>0.61</td>
<td>0.52</td>
<td>0.86</td>
<td>0.56</td>
</tr>
</tbody>
</table>

To evaluate the performance of the first sense algorithm, precision, recall, accuracy, and F-measure values are calculated. When the results evaluated due to F-measure a low success rate is observed. This is because of the instances which are labeled as objective. In this study objectivity cannot be ignored. So for the purpose of performance evaluation, the usage of accuracy measure would be more appropriate. The first sense algorithm has been observed with an accuracy rate of 86% in average.

In the total sum algorithm, for a sentiment seed the positive and negative sentiment scores in all synsets are summed up separately. The sentiment value of a sentiment seed is obtained by comparing positive and negative scores. If the positive score is greater than the negative score the sentiment value is positive; if negative score is greater than the positive score the sentiment value is negative and it is objective when there is no difference between positive and negative scores. The purposed algorithm for the evaluation is given in the Algorithm 3.

Algorithm 3: Total Sum Algorithm.

1: procedure TOTALSUM(SeedDictionary)
2: for all SentimentSeed $s_i \in$ SeedDictionary do
3:  PositiveSum ← 0
4:  NegativeSum ← 0
5:  for all Synset $S_j \in$ Synset, do
6:    PositiveSum ← PositiveSum + Positive($S_j$)
7:    NegativeSum ← NegativeSum + Negative($S_j$)
8:  end for
9:  if PositiveSum > NegativeSum then
10:     SeedValue($s_i$) ← Positive
11: else if PositiveSum < NegativeSum then
12:     SeedValue($s_i$) ← Negative
13: else
14:     SeedValue($s_i$) ← Objective
15: end if
16: end for
17: end procedure

The results of total sum algorithm are given in Table 3. Like the first sense approach, in this algorithm the sentiment seed can take positive, objective and negative values. Compared with the first sense there has been a huge decline in the number of incorrectly predicted sentiment values. 29 sentiment values, approximately 15% of all the seeds, are predicted incorrectly in this approach.

Table 3. Confusion matrix of total sum algorithm.

<table>
<thead>
<tr>
<th>Actual</th>
<th>Positive</th>
<th>Objective</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>79</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>Objective</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Negative</td>
<td>6</td>
<td>8</td>
<td>81</td>
</tr>
</tbody>
</table>

When the total sum algorithm is applied to propagating the sentiment seeds only the 29 sentiment seeds are predicted incorrectly. It can be seen from
Table 3 that, 18 of the positive or negative seeds are classified as objective, 5 positive seeds are classified as negative and 6 negative seeds are classified as positive. In Turkish, the adjective “gence” is used in a positive sense. Its English translation is “young” and according to the total sum this adjective is labeled as objective. The total positive and negative scores for young are 0.75. The “hamarat” sentiment seed is used as positive in Turkish sentences but its English counterpart “industrious” is predicted as negative with the total sum algorithm. While the total positive value for “industrious” is 0.375, the total negative value is 0.5. The translation API translates the Turkish adjective “gelişigüzel”, which is used in a negative sense, as “haphazard”. When the adjective “haphazard” is evaluated based on the total sum algorithm it is observed that the total positive value for this adjective is 0.875 and total negative value is 0.5. So this seed is labeled as positive by SentiWordNet. The performance measure of the total sum algorithm is displayed in Table 4.

Table 4. Performance measures for total sum algorithm.

<table>
<thead>
<tr>
<th>Class</th>
<th>TP</th>
<th>FP</th>
<th>P</th>
<th>R</th>
<th>ACC</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>0.84</td>
<td>0.06</td>
<td>0.93</td>
<td>0.84</td>
<td>0.89</td>
<td>0.88</td>
</tr>
<tr>
<td>Objective</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
<td>0.9</td>
<td>0</td>
</tr>
<tr>
<td>Negative</td>
<td>0.85</td>
<td>0.05</td>
<td>0.94</td>
<td>0.85</td>
<td>0.9</td>
<td>0.89</td>
</tr>
<tr>
<td>Weighted</td>
<td>0.56</td>
<td>0.07</td>
<td>0.62</td>
<td>0.56</td>
<td>0.9</td>
<td>0.59</td>
</tr>
</tbody>
</table>

When the algorithm is evaluated in terms of performance, it can be clearly seen that the F-measure rate is low because of the objective class. There has been a 7% increase in accuracy rate and this algorithm has been observed with an average accuracy rate of 9%.

In the weighted sum algorithm, positive and negative values of the first synset are multiplied separately with the maximum weight which is equal to synset length of the seed. The positive and negative values of other synsets are multiplied with weights in decreasing order respectively [40]. At last the obtained positive and negative scores are summed up separately. As in the total sum, these positive and negative scores are compared to determine the sentiment value of the seed. The algorithm of weighted sum is displayed Algorithm 4.

Algorithm 4: Weighted sum algorithm.

1: procedure WEIGHTEDSUM(SeedDictionary)
2:   for all SentimentSeed s, e SeedDictionary do
3:     PositiveSum ← 0
4:     NegativeSum ← 0
5:   for all Synset Sj, e Synset, do
6:     PositiveSum ← PositiveSum + Positive(Sj) * (Synset.Length - j + 1)
7:     NegativeSum ← NegativeSum + Negative(Sj) * (Synset.Length - j + 1)
8:   end for
9:   if PositiveSum > NegativeSum then
10:     SeedValue(s) ← Positive
11:   else if PositiveSum < NegativeSum then
12:     SeedValue(s) ← Negative
13:   else
14:     SeedValue(s) ← Objective
15:   end if
16: end for
17: end procedure

When Table 5 is examined, it can be seen that only the sentiment values of 26 sentiment seeds are found incorrectly. This corresponds to approximately 13% of all of the process. Although the results have almost the same with the total sum, the weighted sum algorithm is more successful. The performance measure of the algorithm is given in Table 6.

Table 5. Confusion matrix of weighted sum algorithm.

<table>
<thead>
<tr>
<th>Actual</th>
<th>Positive</th>
<th>Objective</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>83</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>Objective</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Negative</td>
<td>7</td>
<td>8</td>
<td>80</td>
</tr>
</tbody>
</table>

In this Algorithm, 15 sentiment seeds are predicted as objective, 4 positive sentiment seeds are predicted as negative and 7 negative sentiment seeds are predicted as positive. The weighted sum scores of some adjectives, which are predicted incorrectly, are exemplified here. Despite this, the Turkish adjective “öldürücü” is used in a negative sense; the positive and negative sentiment score of its English translation “lethal” is 0.0 so this seed is labeled as objective based on the weighted sum. The “bonkör” sentiment seed is used as positive in Turkish sentences but its English translation “generous” is predicted as negative with the weighted sum algorithm. While the positive weighted sum for “generous” is 0.5, the negative weighted sum value is 1.25. Weighted sum scores of “gelişigüzel”, which are calculated as based on its English translation “random”, are 0.125 and 0.0, respectively. Thus it is labeled as positive.

Table 6. Performance measures for first sense algorithm.

<table>
<thead>
<tr>
<th>Class</th>
<th>TP</th>
<th>FP</th>
<th>P</th>
<th>R</th>
<th>ACC</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>0.88</td>
<td>0.07</td>
<td>0.92</td>
<td>0.88</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>Objective</td>
<td>0</td>
<td>0.08</td>
<td>0</td>
<td>0</td>
<td>0.92</td>
<td>0</td>
</tr>
<tr>
<td>Negative</td>
<td>0.84</td>
<td>0.04</td>
<td>0.95</td>
<td>0.84</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>Weighted</td>
<td>0.57</td>
<td>0.06</td>
<td>0.62</td>
<td>0.57</td>
<td>0.91</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Among these three algorithms, we can remark that the best accuracy rate is obtained with Weighted Sum algorithm. As with other algorithms, the low F-measure rate is obtained because of the objective class. In this study, intended sentiment seed lexicon is expected to include seeds which are labeled as positive and negative only. Because while the initial seed are determining for a sentiment analysis job only the negative and positive ones are included. However, in SentiWordNet, each seed is associated with one of three labels positive, objective and negative. For this reason, precision, recall and F-measure have been observed as zero for objective class. So for the F-measure rate, SentiWordNet based algorithms get the
weighted rate of between 56-60%. The same situation is observed for SenticNet 3.

As mentioned above, each concept in SenticNet 3 takes polarity value range from -0.999 to +0.999. The sentiment value of a seed is determined according to this value. If the polarity value is greater than zero the sentiment value is positive; if the polarity value is less than zero the sentiment value is negative and the seed is not available in resource the polarity value is objective. The results of the SenticNet 3 are displayed in Table 7.

If the Table 7 inspected carefully, then it can be noticed that, there has been an increase in the number of incorrectly predicted sentiment values. 42 sentiment values, approximately equal to 22%, are predicted incorrectly.

Table 7. Confusion matrix of SenticNet 3.

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted</th>
<th>Positive</th>
<th>Objective</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>77</td>
<td>14</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Objective</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>7</td>
<td>19</td>
<td>70</td>
<td></td>
</tr>
</tbody>
</table>

With the usage of SenticNet 3, 33 positive or negative sentiment seeds are classified as objective, 2 positive sentiment seeds are classified as negative and 7 negative seeds are classified as positive. SenticNet 3 classifies 33 adjectives as objective this is because the resource does not contain these seeds. If we explain this situation with an example; in Turkish, adjective “edali” is used as positive sense, as “coquettish”. This adjective is classified as positive by SentiWordNet based algorithms. However, “coquettish” is classified as objective by using SenticNet 3. Once the positive seeds, which are predicted as negative, are examined, one of the seed we are faced with “saglam”. The word “saglam” is used as positive in Turkish sentences, but its English translation “sturdy” is predicted as negative with the polarity value of -0.053 in SenticNet 3. And it is also possible to give example of sentiment seed which has negative meaning in Turkish but has positive meaning in English. While “geveze” is used as negative sense in Turkish, its English translation “garrulous” is predicted as positive with polarity value 0.878. After all, the performance measure based on SenticNet 3 is summarized in Table 8.

Table 8. Performance measures for SenticNet 3.

<table>
<thead>
<tr>
<th>Class</th>
<th>TP</th>
<th>FP</th>
<th>P</th>
<th>R</th>
<th>ACC</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>0.83</td>
<td>0.07</td>
<td>0.92</td>
<td>0.83</td>
<td>0.88</td>
<td>0.87</td>
</tr>
<tr>
<td>Objective</td>
<td>0</td>
<td>0.17</td>
<td>0</td>
<td>0</td>
<td>0.83</td>
<td>0</td>
</tr>
<tr>
<td>Negative</td>
<td>0.73</td>
<td>0.06</td>
<td>0.94</td>
<td>0.73</td>
<td>0.85</td>
<td>0.82</td>
</tr>
<tr>
<td>Weighted</td>
<td>0.52</td>
<td>0.1</td>
<td>0.62</td>
<td>0.52</td>
<td>0.85</td>
<td>0.56</td>
</tr>
</tbody>
</table>

By looking at the results, it can be seen that SenticNet 3 provides similar performance with First Sense algorithm. As compared with the other two algorithms, the performance of SenticNet 3 is slightly worse on the seed lexicon this is because the resource which doesn’t contain all seeds in the lexicon.

When the incorrectly predicted sentiment seeds and their values are examined, it can be clearly seen that the problem arises from the semantic differences between the two languages. As a result of experiments it has been observed that the purposed seed lexicon, which is expanded by using Beam Search algorithm, can be a base lexicon for Turkish sentiment analysis. Especially for the extraction of domain specific sentiment seeds and their values there is a need for such a lexicon.

5. Conclusions

In this article, we present a beam search tree approach for sentiment lexicon compilation in Turkish. A beam search approach is applied for the first time to this kind of a problem. Initially, 62 sentiment seeds and their associated sentiment values are collected, and then this set of seeds is expanded by exploiting word relationships by using a beam search tree approach. It should be noted that, for the optimality of the algorithm, the parameters such as local evaluation function, global evaluation function, filter width and beam width are very important. In our study, while global and local evaluation functions are constituted by considering language specific features; the filter width and beam width are determined by the results of some experiments. As a result of the study 251 accurate seeds are obtained. The correctness of sentiment values of these seeds is determined with SentiWordNet and SenticNet 3; however, at first all of them are translated to English. To test the correctness of sentiment values via SentiWordNet first sense, the total sum and the weighted sum have been conducted. Among these four algorithms, the weighted sum has been observed to be most successful with an average accuracy rate of 91% for lexicon in hand. Our experimental results show that the beam search tree approach is an effective method for construction of the sentiment seed lexicon when the results are evaluated due to an English sentiment lexicon.

For a specific domain, the sentiment analysis studies make use of both a domain-specific and general-purpose sentiment lexicons. In the first approach, constructing such a lexicon from a very small seed word set is time consuming and costly because of manual effort involved. And in this approach it is difficult to get good coverage of a target domain from manually selected words and it requires reconstruction of seed set for every new domain. In the second approach, the lexicon is not capable of capturing the sentiment variations across different domains. Considering all these cases, the main contribution of the study is, constructing a seed lexicon, which is largest as possible, contains only the
words has unambiguous positive or negative orientation for sentiment analysis studies in Turkish.

The second one is, for the resource poor languages like Turkish, there haven’t been a baseline method which can be used to test the effectiveness of a new sentiment lexicon. Thereby, it is concluded that, the weighted sum is an accurate method to measure the performance of such a lexicon.
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