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Abstract: With the rapid growth of information on the World Wide Web (WWW), classification of web documents has become 

important for efficient information retrieval. Relevancy of information retrieved can also be improved by considering semantic 

relatedness between words which is a basic research area in fields of natural language processing, intelligent retrieval, 

document clustering and classification, word sense disambiguation etc. The web search engine based semantic relationship 

from huge web corpus can improve classification of documents. This paper proposes an approach for web document 

classification that exploits information, including both page count and snippets. To identify the semantic relations between the 

query words, a lexical pattern extraction algorithm is applied on snippets. A sequential pattern clustering algorithm is used to 

form clusters of different patterns. The page count based measures are combined with the clustered patterns to define the 

features extracted from the word-pairs. These features are used to train the Support Vector Machine (SVM), in order to 

classify the web documents. Experimental results demonstrate 5% and 9% improvement in F1 measure for Reuters 21578 and 

20 Newsgroup datasets in the classifier performance. 
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1. Introduction 

Due to the exponential growth on the Internet and the 

emergent need to organize them, automated 

categorization of documents into predefined labels has 

received an ever-increased attention in the recent years. 

Automatic document classification tasks can be 

divided into three types: supervised document 

classification where some external mechanism like 

human feedback provides information on the correct 

classification for documents, unsupervised document 

classification where the classification must be done 

entirely without reference to external information and 

semi-supervised document classification where parts of 

the documents are labeled by the external mechanism.  

Classification is a form of data analysis that can be 

used to extract models describing important data 

classes. Such analysis can provide a better 

understanding of the data at large. Document 

classification can be applied as an information filtering 

tool and can be used to improve the retrieval results 

from a query process and to make good decisions. The 

documents to be classified may be texts, images, music 

etc. Each kind of document possesses its special 

classification problems. Documents may be classified 

according to their subjects or according to other 

attributes like document type, author, printing year etc. 

Mining useful information from a relatively 

unstructured source, such HTML, World Wide Web 

(WWW), news articles, digital libraries, online forums 

and other types of documents can be difficult. So 

extracting information from these resources and proper 

categorization and knowledge discovery is an 

important area for research.  

Semantic similarity between terms changes over 

time and across domains. For example, apple is 

frequently associated with computers on the Web. This 

sense of apple is not listed in most general-purpose 

thesauri. A user, who searches for apple on the web, 

may be interested in this sense of apple and not apple 

as a fruit. New words are constantly being created as 

well as new senses are assigned to existing words. 

Manually maintaining thesauri to capture these new 

words and senses is costly if not impossible. Each 

source of information provides a different viewpoint; a 

combination has the potential of having better 

knowledge than any single method. Thus in our 

approach, the Support Vector Machine (SVM) is 

trained using the features extracted from the selected 

dataset along with the features extracted from the web 

to improve the classification accuracy. 

The reminder of the paper is organized as follows: 

section 2 discusses related works, section 3 explains 

the existing methodology, section 4 describes the 

proposed approach, section 5 illustrates the proposed 

method with a sample set of documents, section 6 

presents the experimental results and section 7 

concludes the paper with future work. 

2. Related Works 

Peng and Choi [18], proposed to automatically classify 

documents based on the meanings of words and the 

relationships between groups of meanings or concepts. 
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The bag-of-words document representation is simple, 

yet limited with two major problems. Word count 

cannot differentiate between related words in different 

documents or same words have different meanings 

under different context. Thus, rather than counting 

word occurrences, counting word senses might 

improve text classification by applying semantics to 

classification.  

Anagnostopoulos et al. [1] have showed how 

classification can be performed effectively and 

efficiently using a search-engine model. Elberrichi et 

al. [5] have used WordNet concept to categorize text 

documents but the word sense disambiguation 

technique is not capable of determining the correct 

sense of words with multiple synonyms. Gracia and 

Mena [7] have explored the semantic relatedness 

measure between two words that use web as 

knowledge source. Semantic relatedness measures the 

degree in which words or concepts are related. Latent 

Semantic Analysis (LSA) is a statistical technique that 

leverages word co-occurrence from large unlabeled 

corpus of texts. 

In the measures based on Wikipedia, a method to 

represent the meaning of texts or words as weighted 

vectors of Wikipedia-based concepts using machine 

learning techniques is used. But Wikipedia is still not 

comparable with the whole web in the task of 

discovering and evaluation of implicit relationships. 

measures based on the web gives a guarantee of 

maximum coverage. Arya and Lavanya [2] have 

proposed a similarity measure that combines various 

similarity scores based on page counts and lexico-

syntactic patterns extracted from text snippets. The 

proposed work aims to classify the web documents 

which are most related to user‟s query into predefined 

classes or categories. Shoham and Balabanovic [20] 

proposed hybrid system to deal with increasing number 

of users and an increasing number of documents. 

Khan et al. [11] reviewed the different machine 

learning algorithms for text-document classification. 

2.1. K-Nearest Neighbor 

It is a classification approach [22] where objects are 

classified by voting several labeled training examples 

with their smallest distance from each object. This 

method is simple, non-parametric and easy to 

implement. But it requires more time for classifying 

objects for a huge training set.  

2.2. Decision Trees  

A decision tree classifier is a tree in which internal 

nodes are labeled by terms, branches departing from 

them are labeled by the weight and leaves are labeled 

by categories. It is simple to understand and interpret 

even for non-expert users. The major risk of 

implementing a decision tree is it over-fits the training 

data with the occurrence of an alternative tree that 

categorizes the training data worse.  

2.3. Naive Bayes 

Naive bayes classifier [17, 19] is based on Baye‟s 

theorem. It computes the posterior probability of the 

document and it assigns document to the class with the 

highest posterior probability. It requires only a small 

amount of training data to estimate the parameters 

necessary for classification. But it has a low 

classification performance. 

2.4. Rocchio’s Algorithm 

The algorithm in [4] is easy to implement, efficient in 

computation, fast learner and have relevance feedback 

mechanism but low classification accuracy. The 

researchers have used a variation of Rocchio‟s 

algorithm in a machine learning context, i.e., for 

learning a user profile from unstructured text [16, 22], 

the goal in these applications is to automatically induce 

a text classifier that can distinguish between classes of 

documents.  

2.5. Support Vector Machines 

It is a supervised classification approach. SVM has the 

capability to handle large feature spaces. SVM was 

initially applied to text categorization by Joachims [9]. 

Joachims validated the classification performance of 

SVM in text categorization and it had the highest 

classification precision. Hence, the proposed approach 

uses SVM due to its effectiveness.  

Pawar and Gawande [16] performed a review on 

different types of supervised machine learning 

algorithms for text classification and concluded that 

SVM classifier has been recognized as one of the most 

effective text classification method. Khan et al. [12], 

explored the main techniques and methods for 

automatic documents classification. In [8], it is said 

that there is no single representation scheme and 

classifier that can be recommended as a general model 

for any application.  

3. Existing System 

Bollegala et al. [3] have proposed an automatic method 

to estimate the semantic similarity between words or 

entities in a query using web search engine for 

classifying them as synonymous or non-synonymous 

word pairs using SVM. Given two words P and Q, the 

problem of measuring the semantic similarity between 

P and Q is modelled as a function sim(P, Q) that 

returns a value in range of [0, 1]. If they are highly 

similar, sim(P, Q) will be close to 1. On the other 

hand, if they are not semantically similar, then sim(P, 

Q) will be close to 0. There are numerous features that 

express the similarity between P and Q using page 

counts and snippets retrieved from a web search 

engine. Using this feature representation of words, the 
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SVM is trained to classify synonymous and non-

synonymous word pairs. 

Figure 1 illustrates an example of using the existing 

method to compute the semantic similarity between 

two words.  

 

 
 

Figure 1. Outline of the existing method. 

The steps are given as: 
 

1. Query a web search engine and retrieve page counts 

and snippets for input word-pairs from WordNet. 

2. Calculate the word co-occurrences on web 

documents using either of the four measures namely 

WebJaccard, WebDice, WebOverlap or WebPMI. 

3. The frequencies of lexical patterns extracted from 

web snippets are calculated. 

4. The lexical patterns that convey the same semantic 

relations are clustered together using a sequential 

pattern clustering algorithm. 

5. Both page counts-based similarity scores and lexical 

pattern clusters are combined using SVM to find the 

semantic similarity measure. 

6. The words are classified as synonymous or non-

synonymous based on the similarity score. 

4. Proposed System 
 

The proposed methodology classifies the documents 

according to their content into certain categories. The 

proposed system architecture is shown in Figure 2. 

WordNet, a manually created English dictionary, is 

used to generate the training data required for the 

proposed method. Around 2000 nouns are randomly 

selected from WordNet and a pair of synonymous 

words from a synset of each selected noun is extracted. 

These word pairs are given to the search engine from 

which the page counts and the snippets are extracted. 

 

Figure 2. Outline of proposed systems. 

The steps of the SVM based document classification 

approach are described as follows: 
 

 Step 1. The WebJaccard coefficient measure for 

page counts is defined as: 
 

( )
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Where P and Q are two words in the query, H(P) and 

H(Q) denote the page counts for word P and Q 

respectively.  
  

 Step 2. The snippets are given to the lexical pattern 

extraction algorithm [3] to recognize the semantic 

relations that exist between two words. The 

subsequences from the snippets are generated using 

the following conditions: 
 

A subsequence must contain exactly one occurrence of 

each word P and Q. 
 

1. The maximum length of a subsequence is L 

words. 

2. A subsequence is allowed to skip one or more 

words. However, not more than g number of 

words consecutively. 

3. All negation contractions must be expanded. For 

example, didn‟t is expanded to did not. 

The frequency of occurrence of all subsequences is 

counted and only those sub sequences that occur more 

than T times are used as lexical patterns. The web 

documents corresponding to the top ranked patterns are 

extracted. The parameters are set experimentally to L= 

7, g=2 and T=5.  
 

 Step 3. The extracted web documents are subjected 

to pre-processing in order to transform the 

documents into a form suitable for automatic 

processing. The documents are represented as term 
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vectors using Term Frequency-Inverse Document 

Frequency (TF-IDF) weighting scheme. The process 

is shown in Figure 3. 

The TF-IDF is a well known approach to 

compute the term weights to ensure the 

effectiveness of document classification. The weight 

of term i in document j is given by: 
 


i j i j  i

tf  * idf   tf *  idf
, ,

 
 

Where term frequency is calculated as:  


i, j

i j  

j
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Where Ni,j is the number of times the term i appears in 

the document j and NTj is the total number of terms in 

the document j. The inverse document frequency is 

calculated as: 
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Where |D| is the total number of documents and |d: ti ε 

d| is the number of documents in which the term ti 

appears. These TF-IDF values and the list of 

documents are then formed as a vector space. The 

feature selection is usually employed to reduce the size 

of the feature space to an acceptable level in order to 

increase the overall performance. 
 

 
 

Figure 3. Feature selection process. 

 

 Step 4. Cluster of similar documents are formed and 

labeled using Latent Semantic Indexing (LSI) 

which analyzes the relationship between a set of 

documents and it uses Singular Value 

Decomposition (SVD) to find the semantic 

similarity between documents [10, 14]. LSI 

constructs a term-document matrix, A, to identify 

the m unique terms within a collection of n 

documents where each term is represented by a row 

and each document is represented by a column with 

each matrix cell initially representing the number of 

times the associated term appears in the indicated 

document. SVD is performed on the matrix [14, 23] 

to determine patterns in the relationships between 

the terms and concepts contained in the document. 

It computes the term and document vector spaces 

using the relation: 
T

A = TSD  
 

Where T=m by r term concept vector matrix; S=r by 

r singular value matrix; D=n by r concept document 

vector matrix and r=rank of A. LSI modifies the 

SVD to reduce the rank of S to size k, which 

effectively reduces the size of term and document 

vector matrix. This SVD reduction preserves the 

most important semantic information in the 

document and ignores the noise and other 

undesirable influences. This reduced set of matrices 

is denoted with a modified formula such as: 
 

T

k k k k
A » A = T S D  

 

The similarity of terms and documents within these 

vector spaces shows how close they are to each 

other. It is computed as a function of the angle 

between the corresponding vectors as: 
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 Step 5. The page counts-based co-occurrence 

measures and the snippets-based lexical pattern 

clusters are combined into one feature vector and 

are used to train the SVM. Training is the process of 

taking the content that is known to belong to 

specified classes and creating a classifier on the 

basis of that known content [21]. SVM is trained 

using the existing training set of Reuter‟s dataset 

[13] and web documents retrieved from top ranked 

snippets. The groups of training documents are 

classified into different classes based on the cosine 

similarity measure as in Equation 7. The LibSVM
1 

is used as the SVM implementation. As the 

LibSVM
1
 can be used for multiclass classification 

[15], it can be applied for any number of classes. 

Finally, the results are analyzed by running the 

classifier on other contents and labeling them as 

belonging to one class.  

5. Illustration  

Initially the word-pair “gold and silver” is taken from 

WordNet. The top ranked snippets related to the word-

pair is extracted using the lexical pattern extraction 

algorithm. The proposed work can be illustrated using 

three documents D1, D2 and D3 which were retrieved 

from the snippets. 
 

 D1: Shipment of gold damaged in afire. 

 D2: Delivery of silver arrived in a silver truck. 

 D3: Shipment of gold arrived in a truck. 
 

Tokenizing the Terms: 
T1: A T2: Arrived T3: Damaged 

T4: Delivery T5: Fire T6: Gold 

Read Documents Tokenize Text 

Stop Word Removal 

Stemming Feature Extraction using 

TF-IDF 

 

Feature Vector 

Representation 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 
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T7: In T8: Of T9: Shipment 

T10: Silver T11: Truck  
 

Once the terms are extracted, the term-document 

matrix (A) is constructed by computing the weights 

using a specific term weight scoring system like TF-

IDF as in Table 1. 
 

Table 1. Term-document matrix A. 
 

Term/Document D1 D2 D3 

T1 1 1 1 

T2 0 1 1 

T3 1 0 0 

T4 0 1 0 

T5 1 0 0 

T6 1 0 1 

T7 1 1 1 

T8 1 1 1 

T9 1 0 1 

T10 0 2 0 

T11 0 1 1 

 

The term document matrix is decomposed into three 

new matrices according to Equation 5. The SVD 

results after the calculation are shown in Tables 2 and 

3. 
 

Table 2. Term vector coordinates (T). 
 

Term/Document D1 D2 D3 

T1 -0.4201 0.0748 -0.0460 

T2 -0.2995 -0.2001 0.4078 

T3 -0.1206 0.2749 -0.4538 

T4 -0.1576 -0.3046 -0.2006 

T5 -0.1206 0.2749 -0.4538 

T6 -0.2626 0.3794 0.1547 

T7 -0.4201 0.0748 -0.0460 

T8 -0.4201 0.0748 -0.0460 

T9 -0.2626 0.3794 0.1547 

T10 -0.3157 -0.6093 -0.4013 

T11 -0.2995 -0.2001 0.4078 

 

Table 3. Document vector coordinates (DT). 
 

D1 D2 D3 

-0.4945 0.6458 -0.5817 

-0.6492 -0.7194 -0.2496 

-0.5780 0.2556 0.7750 

 

The values of singular value matrix (S) are 4.0989, 

2.3616 and 1.2737.The dimensionality is reduced by „k 

= 2‟ values according to Equation 6. The reduced term-

vector matrix and reduced document vector matrix are 

given in Tables 4 and 5. 
 

Table 4. Reduced term vector matrix (Tk). 
 

Term/Document D1 D2 

T1 -0.4201 0.0748 

T2 -0.2995 -0.2001 

T3 -0.1206 0.2749 

T4 -0.1576 -0.3046 

T5 -0.1206 0.2749 

T6 -0.2626 0.3794 

T7 -0.4201 0.0748 

T8 -0.4201 0.0748 

T9 -0.2626 0.3794 

T10 -0.3157 -0.6093 

T11 -0.2995 -0.2001 

 

 

Table 5. Reduced document vector matrix (DT
k). 

 

D1 D2 D3 

-0.4945 0.6458 -0.5817 

-0.6492 -0.7194 -0.2496 

 

The values of reduced singular value matrix (Sk) are 

4.0989 and 2.3616. 

The cosine similarity is applied to the training 

documents to form the clusters. The page counts for 

the word-pair is taken and the WebJaccard coefficient 

is calculated as [0.0542]. This page count measure is 

combined with the snippets-based clusters to train the 

SVM. Similarly the training documents of Reuter‟s 

dataset are pre-processed and their clusters are used to 

train the SVM. During the training of SVM with 

Reuter‟s training set alone, the two classes namely 

“gold” and “coffee” were not identified. But when the 

SVM was trained with a combination of both Reuter‟s 

training set and web documents retrieved from the 

queried word-pairs, these two classes were identified, 

which indicates a thorough exploration of concepts.  

A test document (t) “Gold and Silver arrived in 

truck.” is given to the classifier. The vector coordinates 

for the test document is [-0.2140, -0.1821]. The cosine 

similarity between the test document and the three 

documents are calculated as: Sim(t, D1) = -0.0541, 

Sim(t, D2) = 0.9910, Sim(t, D3) = 0.4478 

With these values, the given test document is more 

similar to D2 and it is clustered with that document 

D2. The training documents are used in this way to 

form different class labels by forming clusters of 

similar documents. Thus, LSI recovers the original 

semantic structure of the space and its original 

dimensions. 

6. Experimental Results 

The major goal of document classification is to classify 

the documents relevant to user query. For the 

experiment, 2000 word pairs were taken from 

WordNet. Numerous patterns were extracted from the 

snippets.  
 

Table 6. Comparison of classification using Reuter‟s training set 

and a combination of Reuter‟s and web documents. 
 

 

Class 

SVM Trained with Web 

Document and Reuters 

SVM Trained with Reuters 

Training Set Only 

Precision Recall Precision Recall 

Earn  0.87 0.82 0.82 0.77 

Acquisition  0.85 0.85 0.85 0.75 

Money  0.89 0.92 0.76 0.80 

Grain  0.93 0.95 0.88 0.82 

Crude Oil 0.86 0.88 0.87 0.84 

Trade  0.87 0.83 0.81 0.78 

Interest  0.90 0.85 0.83 0.81 

Ship  0.83 0.88 0.76 0.81 

Gold  0.88 0.84 - - 

Coffee 0.86 0.88 - - 

No.of Input 

Documents 
50 50 50 50 

Average 0.88 0.87 0.82 0.80 

 

The web documents were retrieved for the patterns 

and clustered into many categories which were used 
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for training the SVM. 50 input test documents from 

REUTERS 21578 dataset was given for testing. It was 

classified into ten largest classes as per the corpus 

REUTERS 21578 as in Table 6. 

The SVM was trained separately with the Reuters 

dataset also. While testing the system with the same 50 

input test documents, only eight classes were obtained. 

As per the results shown in Table 6, the categories 

namely coffee and gold were not identified when the 

SVM was trained with the Reuter‟s dataset. There was 

a percentage increase in the accuracy of classification 

as the coverage of data was more in-depth. The 

experiment was repeated by giving 200 and 350 test 

documents as input to the system in order to evaluate 

the performance of classification accuracy as shown in 

Figure 4. 

The standard performance measure for document 

classification is Precision, Recall and F1-Measure [6]. 

While comparing the classification of documents based 

on web documents and classification based on Reuters 

dataset, the results based on a combination of web 

documents and Reuters gave more new categories to 

be included and also the precision and recall gave a 

performance increase. But the Reuters dataset was 

classified into only one of the predefined categories. 

 

 
 

Figure 4. Classification using Reuter‟s dataset and a combination 

of Reuter‟s dataset and web documents. 

 

The SVM was again trained with another dataset 

named 20News Groups. The description of the 

different categories formed with 20News Group 

dataset is shown in Table 7.  
 

Table 7. Description of categories for 20 news groups. 
 

Categories Description 

Motorcycle Motorcycle and Autos 

Hardware Windows and MAC 

Sports Baseball and Hockey 

Graphics Computer graphics 

Religion Christianity, Atheism and misc 

 

The experiment was repeated by giving 50, 200 and 

350 input test documents for testing the performance 

of classification accuracy. The precision and recall for 

20 News group dataset is shown in Figure 5.  

 

 
 

Figure 5. Classification using 20 news groups dataset and a 

combination of 20 news groups dataset and web documents. 

The macro F1 measure is calculated using Equation 

8.  
 

                 
1 

2
Precision . Recall  

 F = * 
Precision + Recall

                    (8) 

Table 8 shows the performance comparison of F1 

measure for the data sets Reuter‟s and 20 News group. 
 

Table 8. Macro F1 measure. 
 

Data set 
Average 

Precision 

Average 

Recall 

F1 

Measure 

Using Reuter’s and Web Features .85 .86 86% 

Using Reuters Dataset Features Alone .81 .81 81% 

Using 20 News Group and Web Features .73 .74 73% 

Using 20News Group Dataset Features Alone .64 .64 64% 

7. Conclusions and Future Work 

Document classification is processed using SVM and 

the semantics obtained from extracting the snippets 

and page counts from the web search engine. Training 

set is derived by using both the web search engine 

semantic and concept-based extraction using LSI in 

order to retain the semantics among documents. A 

comparison of training the SVM using Reuter‟s dataset 

alone and combination of web documents and Reuter‟s 

dataset has been carried out. The F1 measure of 

classification based on the proposed methodology is 

86% and F1 measure for classification based training 

using Reuter‟s dataset alone is 81%. The F1 measure 

of classification based on the proposed methodology in 

20Newsgroup dataset is 73% and F1 measure for 

classification based on training 20 news group dataset 

alone is 64%. The experimental results indicate that the 

proposed method based on web documents yield better 

performance on unstructured documents due to the 

dynamic update of web contents and a thorough 

exploration of concepts.  

The future work can include the classification of 

documents based on evolutionary techniques. An 

evolutionary algorithm deploys a randomized search. It 

is capable of searching through very complex problem 

spaces and get good results quickly for problems that 

change over time. In order to reduce the processing 

time the clustering phase can be parallelized. 
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