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Abstract: Traffic identification is a hot issue in recent years, in order to overcome shortcomings of port-based and Deep Packet Inspection (DPI), machine learning algorithm has gained wide attention, but nowadays research focus on traffic identification based on full packets dataset, which would be a great challenge to identify online traffic flow. It is a way to overcome this shortcoming by considering the sampled flow records as identification object. In this paper, flow records NOC_SET is constructed as dataset, and inherent NETFLOW and extended flow metrics are regarded as features. This paper proposes feature selection algorithm MSAS to select features with high correlation. And classical machine learning algorithms are used to identify traffic. Experimental results show that machine learning flow identification algorithm based on sampled flow records has almost the same identification results as method based on full packets dataset, and the proposed feature selection algorithm MSAS can improve the result of application identification.
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1. Introduction

With the increasing of network bandwidth, network behavior patterns become increasingly complex; produce a variety of new network applications, more and more attentions are being highly focused on network traffic identification in the fields of network management. Traditional methods of application identification can be categorized into three types: port-based [18], Deep Packet Inspection (DPI) [1] and machine learning [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 15]. P2P applications generally use random dynamic port, so port-based method is not applicable for p2p applications, while DPI method needs to know application signatures based on full packet, it can't identify encrypted network applications, it is difficult to be applied to high-speed network. Machine learning methods adopt the flow behavior characteristics to identify network traffic. So it can identify encrypted network traffic without requiring packet information. However, nowadays many researchers still identify traffic by analyzing full payload packets information, it is a big obstacle to online traffic identification, so this paper studies flow record and extended flow records based on NETFLOW sampling method, and deeply analyzes some network flow characteristics and considers them as feature metrics. We take into account the impact of correlation between features and application categories on classification algorithm, propose MSAS feature selection algorithm, and use C4.5 and NBK to identify network traffic. Experiment results show that MSAS can improve the classification and identification results, and overall accuracy of flow based on extended NETFLOW flow records is almost same to using full packets data. Therefore, this method can be applied to the online network traffic identification, and get better identification results. The paper is structured as follows.

Section 2 provides the related work about ML method and how it can be applied in IP traffic identification, and introduces feature selection algorithms. Section 3 proposes the traffic identification model based on extended NETFLOW flow metrics. Section 4 introduces the multi metric correlation and proposes new MSAS feature selection algorithm. Sections 5 and 6 describes evaluation method and analyzes experiment results. Finally, conclusions are drawn in section 7.

2. The Related Works

The goal of ML method is to identify sample data and build a learning classifier, and then classify the testing samples through the constructed classifier. ML method is introduced to the field of network traffic identification. It can solve the solutions that DPI methods cannot identify the encrypted traffic. Many traffic identification and classification methods based on ML have been proposed to identify and classify the network traffic. We will introduce the methods as
follows.

2.1. Bayesian Methods
First, the Bayesian methods include NaïveBayes, BayesNet, etc., Moore and Papagiannaki [19] introduce the NaiveBayes algorithm to classify and identify network traffic, this algorithm has fast classification speed, but classification accuracy is lower. Later, Moore and Zuev [20] makes use of the Fast Correlation-Based Filter algorithm (FCBF) (feature selection algorithm) to filter the features, and adopt kernel estimation techniques (NaiveBayes with kernel density estimation) to improve classification. Experiment results show that the improved algorithm has been greatly improved in the overall accuracy of classification. Paper [9] extract the relevant feature characteristics, and use genetic algorithms to select features, adopts the Bayesian network to identify P2P traffic. Experiments show that the K2, Tree Augmented Naive Bayes (TAN) and Bayesian network Augmented Naïve Bayes (BAN) have higher classification accuracy and faster classification speed. However, this method is a probability-based learning method, and too much dependence on the distribution of the sample space, which will produce potential instability.

2.2. Support Vector Machine (SVM)
Paper [22] propose a Support Vector Machine (SVM) algorithm, and compares with Naïve Bayes (NB), Naïve Bayes based on Kernel estimation (NBK), NB+FCBF, NBK+FCBF algorithm, the experiment results show that overall accuracy of SVM without feature selection algorithm is not only better than the NB, slightly better than NBK+FCBF algorithm using two kinds of optimization strategies. It can effectively avoid the impact caused by unstable factors, has an obvious advantage in dealing with the traffic classification problem. Literature [14] use the SVM method and feature selection strategy to divide flow into seven types, and experiment of biased samples and unbiased sample were carried out. The experiment results show that classification accuracy of unbiased sample is lower compared to the biased samples.

2.3. Decision Tree, Including C4.5, and Random Trees
Paper [16] evaluate 15 kinds of algorithms from the training time, test time and the overall accuracy of network traffic classification. Experimental results show that C4.5 is the best network traffic identification method. Alshammari and Zincir-Heywood [1] analyzes RIPPER and C4.5 classification algorithm. Results show that C4.5 has higher detection rate and lower false alarm rate. In addition, C4.5 is not affected by distribution of packet size. But it will not be able to achieve to be applied to the online traffic classification [7].

2.4. Feature Selection Algorithm
Feature selection algorithm is roughly divided into two types: one is the filter model; the other is the wrapper model. Filter model mainly evaluates feature through evaluation function. Wrapper model considers classification error rate as the evaluation method. Evaluation function and the classifier of filter model are mutually independent. Filter model mainly includes ranking algorithm and subset search algorithm. Paper [6] compare the advantages and disadvantages of Symmetrical Uncertainty (SU), Relief (based on the Gini index) method and Minimum Description Length (MDL), and points out that the MDL method is the best when samples number is sufficient, and SU is most stable. Paper [17] propose a new calculation method of feature correlation, the maximum information compression index, however, its research is only limited to linear correlation, in order to further avoid the lack of linear correlation. Literature [3, 24, 25, 26, 27, 28] propose a fast feature selection method based on entropy and mutual information, and obtains better classification results. Paper [23] is also based on the entropy theory, points out that the decision variables, calculation method (including SU) of feature correlation can not accurately reflect the correlation, and proposes a calculation method of correlation when decision variables existing and applied to feature selection for network anomaly detection. Paper [4] evaluate Information Gain (IG), the Gain Rate (GR), SU, correlation characteristics (CFS), Support Vector Machine (SVM_RFE) to select the most important voice features, and points out that SVM_RFE is the less effective, results of the other four methods are similar. Paper [5] use algorithm for feature subset selection in order to eliminate the redundant and irrelevant ones. The best results have been achieved using optimal feature subset and MLP with an average rate of 94%. Paper [29] proposes the SRSF feature selection algorithm, and experimental results show that the method can achieve more than 94% flow accuracy and 80% bytes accuracy.

3. Traffic Identification Model based on Flow
Nowadays most researches focus on the data collected for the full payload packets in fields of traffic identification, so you can get more packets information, more accurate results of traffic identification and classification, while this method requires larger computational cost and higher calculating complexity. Online identification traffic is difficult. So we consider the inherent and extended NETFLOW flow statistical characteristics as flow
feature to identify traffic, which can reduce the pressure from the heavy traffic, but also can improve identification accuracy, the real online traffic identification will be realized. In view of this, consider NETFLOW and extended NETFLOW flow records as the study object and proposes traffic identification model as shown in Figure 1.
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Figure 1. Traffic identification process-based on ML.

Before presenting the model, we will introduce definition of NETFLOW, extend flow records and application type:

- **Definition 1.** NETFLOW flow records and extended flow record; \( X = \{x_1, x_2, ..., x_i \} \).
- **Definition 2.** Application Type: objective result of identification; \( Y = F(x) = \{y_1, y_2, ..., y_i \} \).

We can determine the parameters of function by training sample data, the classifier is function \( F(X) \) itself.

Figure 1 depicts online traffic identification model based on extended NETFLOW flow. The model is divided into four phases which include data collection, feature selection, construction of traffic identification model, and traffic identification.

Table 1. Metric feature.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Feature Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lport</td>
<td>Low Port Number</td>
</tr>
<tr>
<td>Hiport</td>
<td>High Port Number</td>
</tr>
<tr>
<td>Duration</td>
<td>Flow Duration</td>
</tr>
<tr>
<td>Transproto</td>
<td>Transport Protocol Used(TCP/UDP)</td>
</tr>
<tr>
<td>TCPflags1</td>
<td>TCP Header Flag, or (OR), Transport Layer Flag Protocol is UDP, the feature is 0</td>
</tr>
<tr>
<td>TCPflags2</td>
<td>TCP header flag, or (OR), Transport Layer Protocol is UDP, the feature is 0</td>
</tr>
<tr>
<td>Pps</td>
<td>Packets/Duration</td>
</tr>
<tr>
<td>Bps</td>
<td>Bytes/Duration</td>
</tr>
<tr>
<td>Mean Packets Arrived Time</td>
<td>Duration/Packets</td>
</tr>
<tr>
<td>Biodirection Packets Ratio</td>
<td>Forward Packets/Backward Packets</td>
</tr>
<tr>
<td>Biodirection Bytes Ratio</td>
<td>Forward Bytes/Backward Bytes</td>
</tr>
<tr>
<td>Biodirection Packet Length Ratio</td>
<td>Biodirection Packets Length Ratio</td>
</tr>
<tr>
<td>Biodirection Packets</td>
<td>Forward Packets + Backward Packets</td>
</tr>
<tr>
<td>Biodirection Bytes</td>
<td>Forward Bytes + Backward Bytes</td>
</tr>
<tr>
<td>Tos</td>
<td>Biodirection Tos OR from NETFLOW</td>
</tr>
<tr>
<td>Mean Packet Length</td>
<td>Biodirection Bytes/Biodirection Packets</td>
</tr>
</tbody>
</table>

The data collection is process of collecting from full payload packets and uses DPI tools (17Filter) to label traffic. Process of feature selection is mainly to construct NETFLOW and extended NETFLOW flow metrics (detailed shown in experimental section). Traffic identification model is mainly to establish the appropriate classifier based on ML. Traffic identification mainly is to identify traffic by establishing classifier based on NETFLOW V5 format and extended NETFLOW records, and gets the corresponding identification results. Table 1 lists the feature metric used in this paper.

### 4. Feature Selection Algorithm

This paper introduces the SU based on filter model and FCBF search algorithm.

Entropy is the uncertainty of the random variable and it is metric of containing information. Let \( X \) be a random variable, its entropy is calculated by using Equation 1:

\[
H(X) = -\sum_i P(x_i) \log_2(P(x_i)) 
\]  

(1)

Where \( P(x_i) \) value is a priori probability of random variable \( X \), that is, \( P(x_i) = P(X=x_i) \). \( H(X) \) is the greater, entropy of variable \( X \) is the greater, that is, the uncertainty of \( X \) is the greater, and amount of information carried is the greater.

Determined the observed value of another random variable \( Y \), the conditional entropy \( H(X|Y) \) of the variable \( X \) is calculated by Equation 2:

\[
H(X|Y) = -\sum_j P(y_j) \sum_i P(x_i|y_j) \log_2(P(x_i|y_j)) 
\]  

(2)

Where \( P(x_i|y_j) \) indicates probability of random variable \( X \) taking value \( x_i \) when the observed values of the random variable \( Y \) is \( y_j \), thus \( P(x_i|y_j) \) is called as the posterior probability of the random variable \( X \), \( H(X) \) is regarded as the uncertainty of variable \( X \), before \( Y \) value is known, while the \( H(X|Y) \) shows that the uncertainty of variable \( X \) after random variable \( Y \) is known, then \( H(X)-H(X|Y) \) is amount of \( X \) information provided by the random variable \( Y \), it is called as the mutual information between \( X \) and \( Y \) in information theory, \( I(X;Y) \) is expressed by Equation 3:

\[
I(X;Y) = H(X) - H(X|Y) = H(X) + H(Y) - H(X,Y) 
\]  

(3)

Where

\[
H(X,Y) = -\sum_{i,j} P(x_i,y_j) \log_2(P(x_i,y_j)) 
\]

which is the joint entropy of two variables. \( I(X;Y) \) shows that average information of variable \( X \) after the variable \( Y \) is obtained. It is also expressed as the degree of statistical constraints between two random variables. And the mutual information between the two variables has the symmetry. We can see from Equation 3: \( I(X;Y)=I(Y;X) \).

If the variable \( i \) and \( Y \) is uncorrelated, then \( I(i;Y)=0 \); otherwise \( I(X;Y)>0 \), and \( I(X;Y) \) is the greater, indicating that the stronger is the correlation between \( X \) and \( Y \). If \( I(X;Y)>I(Z;Y) \), then correlation of \( Y \) and \( X \) is stronger than the \( Y \) and \( Z \). Therefore, we can use mutual information \( I(X;Y) \) to quantitatively evaluate the correlation between two metrics. However, \( I(X;Y) \) values are vulnerable to affect from variable values and
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\[ I(X; Y) = H(X) + H(Y) - H(X, Y) \]  

Where \( X \), \( Y \) respectively is m, n-dimensional random vector.

Where

\[ H(X) = \sum_{i=1}^{n} P(x_i) \log_2(P(x_i)) \]

\[ H(Y) = \sum_{j=1}^{n} P(y_j) \log_2(P(y_j)) \]

**Proposition 1**

\[ I(X; Y) = H(X) + H(Y) - H(X, Y) \]

**Proof 1.** The value of the joint values of all variables in the random vector map into another single random variable is derived equation

**Theorem 1.** \( I(X; Y) \) has the following recurrence relation:

\[ I(X; Y) = \sum_{i=1}^{n} I(x_i; Y_{1:i-1}Y_{i+1:n}) \]

\[ I(x_i; Y_{1:i-1}Y_{i+1:n}) = I(x_i; x_{i+1:n}) - I(x_{i+1:n}; Y_{1:i-1}) \]

**Proof 2.**

\[ I(X; Y) = I(x; y) = I(x; y) - I(x; y) \]

\[ = I(x; y) + I(x; y) - I(x; y) \]

\[ = I(x; y) + I(y; x) - I(x; y) \]

\[ = I(x; y) + I(y; x) - I(x; y) \]

In proof 1, recursive implies the average amount of information of the random variables \( Y_1, \ldots, Y_n \) offers to \( X \), it is equal to the average amount of information that \( Y_1 \) offers to \( X \) + the average amount of information that \( Y_2 \) offers to \( X \), when \( Y_1, \ldots, Y_i \) (\( i=2, \ldots, n \)) known. So actual calculation of flow metric correlation we can calculate out the mutual information of multi-metric through less mutual information, to simplify the calculation process.

**Theorem 2.** \( I(\bar{X}; Y) \geq I(\bar{X}; Y_i), i=1, 2, \ldots, n \)

the equation set up the conditions, if and only if all \((\bar{x}, \bar{y})\) satisfy \( P(x, y) > 0 \), where \( P(x | y) = P(x | y_i) \).

**Proof 2.** by Theorem 1,

\[ I(\bar{X}; Y) = \sum_{i=1}^{n} I(\bar{X}; Y_i | Y_{1:i-1}Y_{i+1:n}) \]

\[ = I(\bar{X}; Y_1) + I(\bar{X}; Y_i | Y_{1:i-1}Y_{i+1:n}) \]

**Theorem 3.** the random vector \( Y \) provide the amount of information based on \( X \), which will not less than either the amount of information \( Y_i \) provided. That is, correlation between the random vector is stronger than any component.

Similarly, in order to overcome the impact of variable unit on metric correlation, we consider the homogenization treatment of \( I(X; Y') \) according to Equation 2, get the definition of symmetric uncertainty based on the expansion of any dimension statistical correlation:

**Definition 3.**

\[ SU(X; Y') = 2 \cdot \frac{I(X; Y')}{H(X) + H(Y')} \]

\( \bar{X}, \bar{Y} \) is m, n-dimensional random vector.

Defined by Proposition 1 shows that the symmetry uncertainty between the multi-metric is also in \([0, 1]\), and the results value are higher, the correlation between the random vector \( \bar{X}, \bar{Y} \) is stronger. In
particular, when \( m=1, n=2 \), \( SU(X;YZ) \) can be expressed by Equation 8:

\[
SU(X;YZ)\geq 2 \left[ \frac{I(X;Y|Z) + I(X;Z|Y)}{H(X;Y|Z) + H(X;Z|Y)} \right]^{2} - 1
\]

It represents a statistical multiple correlation relationship between three measures.

And:

\[
SU(X;YZ) \geq SU(X;Y) \geq SU(X;Z)
\]

### 4.1. FCBF Algorithm Description

- **Definition 4.** Flow features set \( \{A_1, A_2, ..., A_k\} \); flow class set \( \{B_1, B_2, ..., B_m\} \).

   First, calculate all the \( SU(A_i, B_j) \) between the features and class features, then according to the size of the threshold delta, features that \( SU(A_i, B_j) < \delta \) will be deleted. The remaining features are arranged in the order of \( SU(A_i, B_j) \) from large to small, and respectively the \( SU(A_i, A_j) \) values between the features are calculated, if feature \( A_i \) is located at front of the feature \( B_i \) and \( SU(A_i, A_j) > SU(A_i, B_i) \), then feature \( B_i \) is redundancy and removed from the queue. The final feature obtained is the set of features reduction.

### 4.2. MSAS Attribute Selection Algorithm

Introduce the following concept to evaluate the characteristics of the flow features, especially Defined Flow classification entropy is expressed as follows:

- **Definition 5.** Information Entropy:

\[
Entropy(F) = -\sum p \log p
\]  

- **Definition 6.** Information Gain:

\[
InfoGain(F, A) = \frac{|F|}{\sum|F|} \cdot Entropy(F)
\]  

Where value \( A \) is set of all characteristic feature \( A, F \) is is a set of value of feature \( A \) equal to \( t \) in flow \( F \).

- **Definition 7.** The expected cross-entropy flow in ECE:

\[
ECE(t) = P(t) \sum P(c_i | t) \log \frac{P(c_i | t)}{P(c_i)}
\]  

Where \( P(c_i | t) \) indicates probability of the application type is \( c_i \) when flow \( F \in t \) feature metric. \( P(t) \) represents the probability of the feature \( t, P(c_i) \) shows the probability of type \( c_i, P(c_i | t) \) is greater then it will prove that the correlation between \( t \) and type \( c_i \) is stronger. ECE reflects the distance between the classification probability distribution of the \( c_i \) and the probability distribution of feature metric \( t \) known. Expectation entropy of characteristics features is the feature, and then it will prove that impact of distribution is the greater.

- **Definition 8.** Flow Distiguish between Features MSAS:

\[
IGECE = \text{InfoGain}(F, A) \cdot ECE(t)
\]

The Basic Idea of the MSAS Algorithm

Input: With all the features of full flow records.

Output: Features queue selected.

Set \( C(n,k) \) is the number of SU combinations between the all multi-metric, \( k \) is the feature number which is selected from \( n \) the feature metrics.

First we delete features of \( SU(A_1, ..., A_k) < \text{threshold} \) given, the SU of remaining feature is arranged in ascending order, to calculate out the maximum value of \( SU(A_1, ..., A_k) \), and calculate out the minimum value of \( IGECE(F, A_1) \). If \( At \) is the same feature to \( A_1 \), then we will put it into the deleted features queue. Otherwise add it into the selected features queue.

MSAS algorithm we proposed for traffic identification is illustrated in Algorithm 1. InfoGain, ECE and IGECE are listed in Table 2.

- **Theorem 2.** MSAS attribute algorithm time complexity is no more than \( O(k^*t)^2 \).

**Proof.** Let \( k \) represents the number of feature sets, \( t \) is the type number, \( d \) shows number of features queue selected, \( s \) is number of features queue selected, then \( d+s=k \), according to the complexity of \( SU(A_i, A_j) \) is \( O(i^*j) \), where \( 0\leq i, k \). Complexity of MSAS algorithm is \( O(i) = O(k^*t) \cdot O(i^*j) < O(k^*t)^2 \).

In summary, the time complexity of the algorithm does not exceed \( O(k^*t)^2 \). Is proved.

**Algorithm 1: MSAS algorithm.**

- **// Preprocessing stage**

  - Initialize flow feature;
  - Generate new flow \( F \);
  - for \( A \) a feature do;
  - compute InfoGain(F, A);
  - compute ECE();
  - compute IGECE(F, A);
  - if \( SU(A_{i=0}, ..., A_{i=t}) > \text{threshold} \) then;
  - add feature to select feature queue;
  - compute max(SU(A_{i=0}));
  - if \( A_i=A_1 \) then;
  - deleted feature queue =\( A_i \);
  - Else;
  - selected feature queue =\( A_i \);
  - end while;
  - return A;

<table>
<thead>
<tr>
<th>ID</th>
<th>Metric</th>
<th>InfoGain</th>
<th>ECE</th>
<th>IGECE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bidirectional pkts</td>
<td>3.00526060703011</td>
<td>0.16184509939035</td>
<td>0.499821</td>
</tr>
<tr>
<td>2</td>
<td>Bidirectional Bytes</td>
<td>4.03752499969939</td>
<td>1.880111</td>
<td>0.253597</td>
</tr>
<tr>
<td>3</td>
<td>Mean Packet Length</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
<tr>
<td>4</td>
<td>Flow Duration</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
<tr>
<td>5</td>
<td>TCP Flags</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
<tr>
<td>6</td>
<td>TCP Flags</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
<tr>
<td>7</td>
<td>TCP Flags</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
<tr>
<td>8</td>
<td>Flow Size</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
<tr>
<td>9</td>
<td>Flow Size</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
<tr>
<td>10</td>
<td>Flow Size</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
<tr>
<td>11</td>
<td>Flow Size</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
<tr>
<td>12</td>
<td>Flow Size</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
<tr>
<td>13</td>
<td>Flow Size</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
<tr>
<td>14</td>
<td>Flow Size</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
<tr>
<td>15</td>
<td>Flow Size</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
<tr>
<td>16</td>
<td>Flow Size</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
<tr>
<td>17</td>
<td>Flow Size</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
<tr>
<td>18</td>
<td>Flow Size</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
<tr>
<td>19</td>
<td>Flow Size</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
<tr>
<td>20</td>
<td>Flow Size</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
<tr>
<td>21</td>
<td>Flow Size</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
<tr>
<td>22</td>
<td>Flow Size</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
<tr>
<td>23</td>
<td>Flow Size</td>
<td>4.05567829339039</td>
<td>1.895860</td>
<td>0.253597</td>
</tr>
</tbody>
</table>
5. Evaluations

In this paper, we use the routine evaluation standard for verifying the effectiveness of our classification algorithm. The effectiveness of the current flow identification algorithm has the following three evaluation criteria. And the concepts are as follows:

- **True Positive (TP):** The flows of application A are classified as A correctly, which is a correct result for the classification.
- **False Positive (FP):** The flows not in A are misclassified as A. For example, a non-P2P flow is misclassified as a P2P flow. FP will produce false warnings for the classification system.
- **False Negative (FN):** The flows in A are misclassified as some other category. For example, a true P2P flow is not identified as P2P. FN will result in classification accuracy loss.

The calculating methods are expressed by Equations 13, 14, and 15:

- **Precision:** The percentage of samples classified as A that are really in class A.
  \[
  \text{Precision} = \frac{TP}{TP + FP} \quad (13)
  \]

- **Recall:** The percentage of samples in class A that are correctly classified as A.
  \[
  \text{Recall} = \frac{TP}{TP + FN} \quad (14)
  \]

- **Overall Accuracy:** The percentage of samples that are correctly classified.
  \[
  \text{Overall Accuracy} = \frac{\sum TP}{\sum (TP + FP)} \quad (15)
  \]

6. Experiment Results and Analysis

The main purpose of this section is to evaluate the performance of the algorithm. For this, we adopt two dataset and compare MSAS with well-known algorithm (FCBF).

6.1. Dataset

NOC-SET: As shown from Table 3 NOC-SET Data is collected at southeast university, and L7_filter_modify software is used to label the flow.

<table>
<thead>
<tr>
<th>AppID</th>
<th>Application</th>
<th>Protocol</th>
<th>Flow Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>WWW</td>
<td>HTTP, https, etc.</td>
<td>904572</td>
</tr>
<tr>
<td>2</td>
<td>Bulk</td>
<td>FTP</td>
<td>5483</td>
</tr>
<tr>
<td>3</td>
<td>Mail</td>
<td>POP3, IMAP, SNMP</td>
<td>385</td>
</tr>
<tr>
<td>4</td>
<td>P2P</td>
<td>BitTorrent, eDonkey, Xnatur, etc.</td>
<td>11186</td>
</tr>
<tr>
<td>5</td>
<td>Service</td>
<td>DNS, NTP</td>
<td>3035</td>
</tr>
<tr>
<td>6</td>
<td>Interactive</td>
<td>SSH, CVS, POP, ANYWHERE, etc.</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>Multimedia</td>
<td>RTSP, Real, etc.</td>
<td>20</td>
</tr>
<tr>
<td>8</td>
<td>Voice</td>
<td>SIP, Skype, etc.</td>
<td>278</td>
</tr>
<tr>
<td>9</td>
<td>Others</td>
<td>Games, attacks, etc.</td>
<td>26500</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AppID</th>
<th>Application</th>
<th>Protocol</th>
<th>Flow Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>WWW</td>
<td>HTTP, https</td>
<td>328091</td>
</tr>
<tr>
<td>2</td>
<td>BULK</td>
<td>FTP</td>
<td>11539</td>
</tr>
<tr>
<td>3</td>
<td>MAIL</td>
<td>POP3, IMAP, SNMP</td>
<td>28567</td>
</tr>
<tr>
<td>4</td>
<td>DB</td>
<td>SQL, Oracle</td>
<td>2048</td>
</tr>
<tr>
<td>5</td>
<td>SERV</td>
<td>DNS, NTP, LDAP</td>
<td>2099</td>
</tr>
<tr>
<td>6</td>
<td>P2P</td>
<td>Kazaa, BitTorrent, Gnutella</td>
<td>2094</td>
</tr>
<tr>
<td>7</td>
<td>ATTACK</td>
<td>Worm, virus, Attack</td>
<td>1793</td>
</tr>
<tr>
<td>8</td>
<td>MULT</td>
<td>Media Player, Real</td>
<td>1152</td>
</tr>
<tr>
<td>9</td>
<td>INT</td>
<td>SSH, klogin, Telnet</td>
<td>110</td>
</tr>
<tr>
<td>10</td>
<td>GAME</td>
<td>Halllife</td>
<td>8</td>
</tr>
</tbody>
</table>

L7_filter_modify is developed based on L7filter [13]. Finally, NOC_SET dataset is built. A basic requirement of traffic classification is that the flow types are correctly identified.

Table 3 also shows the frequently used application classes of the data sets used in this study. An application class may contain different kinds of data, for example, the class mail includes IMAP, SMTP and POP3. TCP/IP traffic flows are the fundamental objects for classification, which is represented as a flow of one or more packets between two hosts of a network using network communication protocols. The flow is clarified by the IP five-tuple consisting of the source-IP, destination-IP, source-port, destination-port and the protocol type. In order to focus on the traffic classification process itself, the semantically complete TCP connections are selected to make up the training sets and testing sets, where semantically complete TCP flow is defined as: a bi-directional flow for which one can observe the complete connection set-up (SYN-ACK) and another complete connection tear-down (FIN-ACK).

- **MOORE-SET:** The dataset described originally by Moore et al. [21] was used for the experiment. This data was randomly sampled in several different periods from one node on the internet. This site was shared by about 1,000 researchers, technicians and management staff of three research institutions, and connected to the Internet through a full-duplex gigabit Ethernet link. All full-duplex traffic on this connection was captured in a full 24hours period, so the original traffic-set contained all full duplex traffic connected the node in both link directions. The original traffic-set contained all full duplex traffic connected the node in both link directions. Since the original traffic-set is too large, Moore divides it into ten subsets by a random sampling method. The sampling times of each subset are almost the same (approximately 1680seconds each) and the non-overlapping random samples are uniformly distributed over the 24-hour interval. The number of flows and the proportion of the various types of network traffic are shown in Table 4.

<table>
<thead>
<tr>
<th>AppID</th>
<th>Application</th>
<th>Protocol</th>
<th>Flow Number</th>
<th>Proportion (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>WWW</td>
<td>HTTP, https</td>
<td>328091</td>
<td>86.91</td>
</tr>
<tr>
<td>2</td>
<td>BULK</td>
<td>FTP</td>
<td>11539</td>
<td>3.086</td>
</tr>
<tr>
<td>3</td>
<td>MAIL</td>
<td>POP3, IMAP, SNMP</td>
<td>28567</td>
<td>7.567</td>
</tr>
<tr>
<td>4</td>
<td>DB</td>
<td>SQL, Oracle</td>
<td>2048</td>
<td>0.701</td>
</tr>
<tr>
<td>5</td>
<td>SERV</td>
<td>DNS, NTP, LDAP</td>
<td>2099</td>
<td>0.556</td>
</tr>
<tr>
<td>6</td>
<td>P2P</td>
<td>Kazaa, BitTorrent, Gnutella</td>
<td>2094</td>
<td>0.555</td>
</tr>
<tr>
<td>7</td>
<td>ATTACK</td>
<td>Worm, virus, Attack</td>
<td>1793</td>
<td>0.475</td>
</tr>
<tr>
<td>8</td>
<td>MULT</td>
<td>Media Player, Real</td>
<td>1152</td>
<td>0.305</td>
</tr>
<tr>
<td>9</td>
<td>INT</td>
<td>SSH, klogin, Telnet</td>
<td>110</td>
<td>0.029</td>
</tr>
<tr>
<td>10</td>
<td>GAME</td>
<td>Halllife</td>
<td>8</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Table 4. MOORE_SET dataset.
6.2. Experiment
The paper adopts C4.5 and NBK algorithms which are integrated in the WEKA suite, and modified L7-filter tools to label traffic. Experimental platform includes: two PC computers with the Intel Core 2 Duo CPU 2.80GHZ, System of labelling traffic are used Linux systems, System of classification and identification is Windows XP system.

6.3. Experimental Results and Analysis
In this paper, two kinds of experiment are done based on NOC_SET and MOORE_SET data, Symmetrical UncertAttributeSetEval (SU) evaluation methods and FCBF search method, and this paper proposes MSAS feature selection method. In addition, the classification algorithm used C4.5 and the NBK classification algorithm and we adopt 10-fold cross-validation method to evaluate algorithm.10-fold cross validation method is commonly used in precision, its basic idea is that the data set is divided into 10 parts, 9 parts are considered as the training data while only 1 part as the test data. Each experiment will achieve the accuracy, and finally the average of 10 times accuracy of the algorithm is considered as the accuracy. Thus we use feature selection algorithm to reduce features, and adopt cross validation to evaluate classifier, the experiment results as shown in Figures 2, 3, 4, and 5.

Figure 2. Precision of traffic identification based on C4.5.(NOC_SET).

Figure 3. Recall of traffic identification based on C4.5.(NOC_SET).

Figure 4. Precision of traffic identification based on NBK. (NOC_SET).

Figure 5. Recall of traffic identification based on NBK. (NOC_SET)

It can be seen from Figures 2, 3, 4, 5, 6, 7, 8, and 9 we use the MSAS feature selection algorithm to sort MSAS value and compare smallest the MSAS value of the feature column and maximum of SU(A, A) feature column, if the value is the same, it will be deleted. Only the larger feature column of the MSAS will be preserved, and then the MSAS algorithms optimize and combine the features column. Theoretically, these features have larger impact on the overall accuracy of flow F. Facts show that we respectively adopt the C4.5 and the NBK classification algorithm for traffic identification, the identification results are evaluated by the precision and recall. Experiment results show that feature selection algorithm MSAS can improve precision, recall of identification. Ww, voice and service have reached more than 97% in precision, while multimedia relatively is lower in precision. From the perspective analysis of samples, we find out that number of www, voice, service sufficient is higher. While multimedia relatively is small. From the view of ECE, $P(c_i|t)$ represents that t to $c_i$ value of the Multimedia is the minimum, resulting in the classification results imbalance.
As is shown in Tables 5 and 6 we use two different feature selection algorithms to optimize and filter the feature, respectively, adopt C4.5 and the NBK classification algorithm to classify traffic, the overall identification rate results show that the overall accuracy of the MSAS feature selection algorithm has the highest accuracy rate while the C4.5 algorithm with FCBF to carry out feature selection will be the worst results. It is mainly due to using this algorithm to select three features (feature number 9, 12, 14) and using the MSAS to select four features (feature number 3, 12, 15, 16) from 16 features in the NOC_SET, select the best eight features (feature number 4, 72, 108, 91, 155, 202, 113, 50) and the best six features (feature number 20, 31, 50, 108, 200, 212) from 248 features in MOORE_SET, detailed information is shown in Tables 5 and 6. The C4.5 algorithm itself has selection strategy which may have conflicts and contradictions with FCBF selection method, and thus make the classification results even worse. The MSAS overcome the problem that FCBF attribute selection algorithm is vulnerable to the impact of the classification algorithm, and the classifier itself will become more independence.

Table 5. Best features for MSAS (NOCSET).

<table>
<thead>
<tr>
<th>NOCSET</th>
<th>ID</th>
<th>Feature Abbreviation</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>Biodirection Bytes Ratio</td>
<td>NIGECE</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Biodirection Packets Length Ratio</td>
<td>0.9881</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Mean Packets Length</td>
<td>0.9813</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Bps</td>
<td>0.9667</td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Best features for MSAS (MOORESET).

<table>
<thead>
<tr>
<th>MOORESET</th>
<th>ID</th>
<th>Feature Abbreviation</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>Total Packets a b</td>
<td>NIGECE</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Mean Data ip</td>
<td>0.9664</td>
<td></td>
</tr>
<tr>
<td>108</td>
<td>Initial Window-Bytes b-a</td>
<td>0.9012</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>Sack Pktx Sent b-a</td>
<td>0.8934</td>
<td></td>
</tr>
<tr>
<td>212</td>
<td>Duration</td>
<td>0.8875</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>Max IAT a b</td>
<td>0.8786</td>
<td></td>
</tr>
</tbody>
</table>

All the analysis shows that this paper proposes the MSAS feature selection algorithm based on flow records and adopt C4.5 and NBK to classify traffic,
classification results show that: MSAS feature selection algorithm whether in precisions or in the recall is higher than FCBF algorithm, and the overall accuracy also has been verified. Traffic identification based on flow records only has few features, but the identification results almost are same to full packets data, so this will provide a good way for online traffic classification. By adding a small amount of the afore-mentioned metric features to NETFLOW and build new metric features, it can achieve better classification results, but also can improve online classification and identification.

7. Conclusions

Traffic identification is one of the core issues of the network traffic planning and management, this paper acquires network data from the network boundary of Jiangsu Province and local network, and adopts L7-filter to label the data, construct a baseline data set NOC_SET. The MSAS feature selection algorithm to reduce the dimension of multidimensional features and common FCBF algorithm were compared, the results show that the feature selection algorithm proposed in this paper will get better classification results, and the higher identification rate.

The innovations of this paper are: construction of NOC_SET standard data set from Jiangsu Province-based network boundary data; some features based on the flow are proposed in this paper, and MSAS feature selection algorithms are introduced.

Based on these studies, we will do further research on the flow data and flow measure features and provide data support for future research, but also improve the feature selection algorithm to select the better features and propose some better measure features.
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