
The International Arab Journal of Information Technology, Vol. 13, No. 6, November 2016 635

RPLB: A Replica Placement Algorithm in Data
Grid with Load Balancing

Kingsy Rajaretnam, Manimegalai Rajkumar, and Ranjith Venkatesan
Department of Computer Science and Engineering, Sri Ramakrishna Engineering College, India

Abstract: Data grid is an infrastructure built based on internet which facilitates sharing and management of geographically
distributed data resources. Data sharing in data grids is enhanced through dynamic data replication methodologies to reduce
access latencies and bandwidth consumption. Replica placement is to create and place duplicate copies of the most needed file
in beneficial locations in the data grid network. To reduce the make span i.e., total job execution time, storage consumption
and Effective Network Usage (ENU) in data grids, a new method for replica placement is introduced. In this proposed method,
all the nodes in the same region are grouped together and replica is placed in the highest degree and highest frequency node
in the region. The node to place replica should be load balanced in terms of access and storage. The proposed dynamic
Replica Placement algorithm with Load Balancing (RPLB) is tested using OptorSim simulator, which is developed by
European Data Grid Projects. In this paper, two variants of the proposed algorithm RPLB, namely RPLBfrequency and
RPLBdegree are also presented. The comparative analysis of all the three proposed algorithms is also presented in this paper. A
Graphical User Interface (GUI) is designed as an interface to OptorSim to get all values for grid configuration file, job
configuration file and parameters configuration file. Simulation results reveal that the performance of the proposed
methodology is better in terms of makespan, storage consumption and replication count when compared to the existing
algorithms in the literature.
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1. Introduction
Grid computing [15] provides co-ordinated resource
sharing in geographically distributed, dynamic and
virtual organizations. There are two types of grid
systems, namely, computational grid and data grid
[42]. Data grid is an important branch of grid
computing. It is a collection of geographically
distributed computers and storage to share data and
resources [2, 11, 23]. According to [3, 12] data grid
architecture consists of the following layers, namely,
fabric, connectivity, services and application. The
distributed resources in the fabric layer are connected
as a wide area network using high bandwidth. The
fabric layer consists of computing, storage and
networking resources which is analogous to physical
layer. The data transfer protocol in the connectivity
layer is responsible for copying data from resources in
the fabrication layer. The data grid service layer
provides core services such as: Resource monitoring,
replication management and resource allocation.

Most of the scientific applications such as: High
energy physics [39], human genome project [20],
human brain project [21], earth system grid [40] and
meteorology data grid system [42] are implemented in
application layer. Usually these applications generate
huge amount of data on daily basis. In all these
applications data management is an important task for
efficient data access. Data replication is a key
technique to manage large data sets in a distributed job.
way [28, 30]. It also reduces data access time for a grid

If the required data file is stored in the job running site,
then the communication delay of a data transfer is
reduced; else it has to be transferred from remote site
during job execution. This transfer takes long time
when the size of the file is too large and the bandwidth
is limited [14].

In general, data replication is broadly classified into
two categories, namely, static replication and, dynamic
replication. Static replication techniques store and
delete replicas manually. Job scheduling is quick in
static replication techniques [11, 38]. But they are not
scalable when the number of users and data is
drastically increased in the data grid. Dynamic
replication strategies create and delete replicas
dynamically depending on the resources and behavior
of the users [6, 8, 17, 23, 24, 32, 45]. A dynamic
replication technique can be implemented in either
centralized or distributed fashion. Some of the
advantages of dynamic replication strategies when
compared to static replication technique are improved
availability, reliability, scalability, adaptability and
performance.

The proposed dynamic replica placement strategy
places the replica in the job running site or nearby site
depending on the load in order to provide better
performance in terms of makespan, effective network
and storage usage. The proposed algorithm, namely,
Replica Placement with Load Balancing (RPLB) is
explained in section 3.
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The rest of the paper is organized as follows: The
related work is discussed in section 2. Section 3,
discusses the proposed algorithm, RPLB and its two
variants, namely, RPLBfrequency and RPLBdegree. The
experimental results obtained using the proposed
algorithms are presented in section 4. Section 5
concludes the paper and gives directions for future
work.

2. Related Works

In data management, data replication is used for
creating and managing multiple copies of a file. The
problem of data replication in data grid is studied by
many researchers. This section discusses some of the
important and recent data replication and placement
strategies that are available in the literature. Nukarapu
et al. [29] have proposed a centralized data replication
strategy for data intensive scientific applications. The
problem is formulated as a graph and a greedy
algorithm is devised for efficient replication. The total
running time of the algorithm is O(pn), where p: Is the
total number of data files, and n: Is the number of sites
in the data grid. They have also, introduced the
distributed caching concept which is based on the
centralized replication algorithm in order to reduce
work load of the server.

Six different replication strategies, namely, no
replication or caching, best client, cascading
replication, plain caching, caching plug, cascading
replication and fast spread are proposed in [32].
Random access, temporal locality and geographical
locality are the three access patterns used for
evaluating these replication strategies. From simulation
results, it is observed that fast spread strategy performs
the best when random access is used. The cascading
replication strategy works better in geographical and
temporal locality. Chang and Chang [9] have proposed
a dynamic data replication mechanism called Latest
Access Largest Weight (LALW) in which all historical
data are assigned weight based on their data access.
The most recent accessed data has the largest weight.

Park et al. [30] have proposed a replication
algorithm in data grid called Bandwidth Hierarchy
Replication (BHR). It takes the advantage of network
level locality, i.e., the required file is located in a site
with high bandwidth. The BHR algorithm reduces data
access time by avoiding network congestions in data
grid network. It is implemented using tree level
hierarchical structures. Sashi and Thanamani [35] have
proposed modified BHR Region Based Algorithm to
overcome the limitations of standard BHR algorithm.
The modified BHR algorithm is improved to reduce
data access time and to avoid unnecessary replication.
It replicates files in a region and stores them in a
frequently accessed site. The modified BHR algorithm
increases data availability and reduces unnecessary
replication [35].

An optimal replica placement algorithm is proposed
in [16] to select the candidate sites where the replicas
are to be placed. The Optimal Placement of Replicas
(OPR) is implemented using dynamic programming to
find optimal placement of k replicas in data grid
systems. The OPR algorithm minimizes the read and
storage cost. The time and space complexity at worst
case is O(nhk) where n is the number of nodes, h is the
height of data grid tree and k is number of replicas.
Tang et al. [37] have proposed two dynamic
replication mechanisms, namely, Simple Bottom Up
(SBU) and Aggregate Bottom Up (ABU) for multi-tier
data grids. SBU strategy creates replicas when the
predefined threshold of a data file is exceeded.
Whereas, the ABU strategy creates replicas for
frequently accessed data files. The performance of
SBU and ABU are compared with fast spread strategy.
It is observed that ABU is superior to SBU and fast
spread in terms of average response time and average
bandwidth cost.

Distributed Popularity Based Replica Placement
(DPBRP) algorithm is proposed by Shorfuzzaman et
al. [36] for allocating replicas in a hierarchical data
grid with minimal replication cost. The replication cost
is the sum of read cost of all the decendants of a node
V and the update cost for the replica on V. The
popularity of a file is calculated based on access
history and two preset thresholds. DPBRP reduces both
execution time and bandwidth consumption when
compared to the algorithms [32].

The Data Replication Service (DRS) [13] and the
Physics Experimental Data Export (PheDex) [33] are
real time data replication implementations. DRS
replicate files in their storage and register them in
replica catalog. In PheDex, data is distributed in
hierarchical manner and the data transfer is based on
user subscription. Hong et al. [18] have proposed fast
cascaded replication strategy. Replicas are created on
the next level when the numbers of replica requests
exceed a certain threshold. OptorSim [43] is used for
simulation and the results obtained using the proposed
strategies are compared with fast diffusion [32], LRU
and Economy-zipf [6].

Three replica placement algorithms, namely, p-
center, p-median and multi-objective model have been
proposed by Rahman et al. [31]. The p-center is used
to place replica in a grid site for minimizing the
response time. But the p-median model places replica
to the grid sites for optimizing the weighted average
response time. Both p-center and p-median objectives
are combined in multi-objective model to decide where
to place a new replica. A replica maintenance
algorithm for relocating replicas is also proposed in
this paper. A distributed approximation algorithm
called Distributed Greedy Replication (DGR) is
proposed by Zaman and Grosu [46]. It provides a 2-
approximation solution for a distributed replication
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group. DGR performs 97.28% better in all cases and
provides a gain of up to 26.9%.

Xiong et al. [44] have proposed QoS-aware replica
placement for data intensive applications. It has also
proposed a replica placement algorithm based on
dynamic programming to minimize replication cost,
storage cost and communication cost. The QoS-aware
placement [44] is compared with proportional
placement [1] in terms of replication cost. The
proposed replica placement algorithm outperforms
proportional placement in [1].

A Dynamic Hierarchical Replication algorithm
(DHR) is proposed by Mansouri and Dastghaibyfard
[25]. It is the extension of the work done in [19]. DHR
is suitable for small storage size grid sites. A modified
version of [25] is proposed in [26]. It is a combination
of Modified DHR Algorithm (MDHRA) and
Combined Scheduling Strategy (CSS). Network traffic
is reduced in [26]. An enhanced version of [25] is
proposed in [27]. It is a combination of Weighted
Scheduling Strategy (WSS) and Enhanced Dynamic
Hierarchical Replication (EDHR). It improves file
access time. OptorSim is used to test the proposed
methodologies in [25, 26, 27]. Different data
placement algorithms are discussed in [4, 22]. A
detailed comparison chart is given in [22] to identify
the best replica placement algorithm.

3. RPLB: Replica Placement with Load
Balancing

In general large number of files is required to execute a
job in a data grid. Data replication is crucial to increase
data availability in data grid. In [30] grid sites that are
located in the same region are grouped together. The
popular files are replicated many times and stored in a
site which has broad bandwidth. But in [35], if the
requested file is not available in the local region, it is
replicated in the most frequently accessed site. Chen et
al. [10] have proposed a methodology for creating
replicas based on highest degree and highest
frequency. This method reduces makespan and storage
consumption. Rasool et al. [34] have introduced a
replica placement strategy to balance the work load
and storage usage. It reduces both the parameters,
number of replicas to be created and mean response
time. Fair share replication strategy in [34] is
implemented only in local grid not in InterGrid.

In this work, replica is placed at a region which
contains the job running site. The site selection for
replica placement is done based on highest degree and
highest frequency [10] with balanced storage and load
[34]. In this work, the grid network is represented as a
graph for simulation. A graph, G=(V, E), is a set of
vertices (V) and set of edges (E). V is a finite non-
empty set that represents grid sites. E is a set of pair of
vertices representing edges connecting vertices. These

edges act as communication links across sites in the
grid.

At first, network graph is split into regions by
removing articulation points. Let G=(V, E) be a
connected, undirected graph. An articulation point of
G is a vertex whose removal disconnects G. A bridge
of G is an edge whose removal disconnects G [41]. A
graph is split into several regions by removing
articulation points in it. A connected graph is
biconnected if it has no articulation point. A
biconnected component of G is a maximal set of edges
such that any two edges in the set lie on a common
simple cycle [41].

A bi-connected component of an undirected graph
G= (V, E) is a maximal subset, B, of the edges with the
property that the graph GB=(VB, B) is bi-connected,
where VB is the subset of vertices incident to edges in B
[5]. Finding articulation point can be done by using
Depth-First Search (DFS). In a DFS tree of an
undirected graph, a node u is an articulation point, for
every child v of u, if there is no back edge from v to a
node higher in DFS tree than u. That is, every node in
the decedent tree of u has no way to visit other nodes
in the graph without passing through the node u, which
is the articulation point [5, 41].

The proposed algorithm replicates files within a
region if the frequency of requested files is greater than
the average frequency access of all files in the same
region [34]. In a region, the best node to place the
replica is selected based on highest degree and highest
frequency with balanced load. If the highest degree
node and the highest frequency node are the same,
then, this node is selected as the best node for replica
placement. If the highest degree node and highest
frequency node are different, then, the node with
minimum cost is selected as the best node. The cost is
calculated using Equation 1.

i i iC NH NR 

Where iC : Is the cost of a node, iNH : Is the number of
hops to the requesting site, and iNR : Is the number of
Replicas in the node A site which has at least 20% free
space may become a best node. If the prospective best
nodes have maximum access and storage load, then,
they may not be considered as the best node. The grid
topology used for simulation is shown in Figure 4.
When the user submits a job to the grid, all files which
are not available in the site are transferred to the site by
the Replica Manager (RM) before job execution [25].

3.1. Replica Decision

The request for a file is updated in the history table. If
the frequency of requested file is greater than the
average access frequency of all the files, then it is
decided to replicate the required file.

(1)
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3.2. Replica Selection

In general, several replicas of the same file are
available in the network. The RPLB selects the replica
with less number of requests as the best file for
replication.

3.3. Replica Replacement

If the requested file is not available in the site but
available in the local region, then, it is accessed
remotely. If the requested file is not available in the
local region and if there is no sufficient space to store
the replica, then, older files are deleted using Least
Recently Used Algorithm (LRU).

The complete RPLB algorithm is presented in
Algorithms 1 and 2. Table 1 gives the details of the
terminologies used in the algorithms.

Algorithm 1: RPLB replica placement.

for each file fi in the access history table, H (nodeid, fileid,
frequency)

if (freq(fi)>=freqavg)
mark the file for fi replication

end-if
end-for
//Select the best node to replica placement
for each file fi marked to replicate
{

if replica of fi is not available in the local region
{
1. find all p nodes in local region who received

the request for file fi

2. rank all p nodes in descending order of
frequency  fi and create list L1

3. rank all p nodes in descending order of degree
di and create list L2

4. remove the nodes have highest access load and
storage load from the list L1 and L2

5. Select pk and qk as the highest rank node in
both L1 and L2

6.  if (pk = qk)
BNi = pk

else
find the smallest cost nodes  Ncf & Ncd from
both L1 and L2

if (Ncf < Ncd)
BNi = Ncf

else
BNi= Ncd

end-if
end-if

7. if more than one node have highest degree and
highest frequency rank

8. Select the  BNi as the node with smallest cost
if (Available_Space (BNi)< Size (fi) )

Evacuate() using LRU
end-if

}
}

9. Replicate (fi , BNi)

Algorithm 2: Evacuate function.

// Delete the LRU files from the
//  best node BNi

Evacuate(fi)// fi – The file to be placed in BNi

{
1. Create a list of all files, L, that are available in

BNi

2. Sort the list, L, using LRU
3. While(List, L, is not empty)

{
if(Not enough space available to place  fi in

BNi )
{

Delete LRU file from the
list,

L, in order to create space fi in BNi

}
Place file fi in BNi

}
}

Table 1. Terminology used.

freq(fi ) Access frequency of a file i
freqavg Average access frequency of all files
BNi Best Node i
Size(fi ) Storage space required by file i
Ncf Communication cost of highest rank node in L1

Ncd Communication cost of highest rank node in L2

4. Experiments and Results

4.1. Simulation Tool

OptorSim [6] is a simulator used to evaluate the
performance of the proposed replica placement
strategy. It was developed by European Union (EU)
data grid project team. The OptorSim architecture [4]
is shown in Figure 1. It mainly consists of four
components: Computing Elements (CEs), Storage
Elements (SEs), Resource Broker (RB) and RM. The
jobs submitted to the grid are scheduled to the
computing elements by resource broker based on the
policies of the selected scheduling algorithms such as
random scheduling, access cost scheduling, queue
access cost scheduling and shortest queue scheduling.
The data files are stored in the SEs. The RM which is
available in each site manages the data flow between
sites and act as an interface between computing
elements and SEs. It has a replica catalog to maintain
replica location information. An optimizer which is
available in the RM creates, selects and deletes
replicas.

Grid Job

User Interface

Resource Broker

Grid Site

gr

Replica Manager

Replica
Optimizer

Computing
Element

Storage
Element

Grid Site

gr

Replica Manager

Replica
Optimizer

Computing
Element

Storage
Element

Figure 1. OptorSim architecture.
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4.2. Configuration Files

The following four files are available in OptorSim:
Parameter file, grid configuration file, job
configuration file and bandwidth configuration file.
Parameter file consists of parameters such as number
of jobs, scheduling algorithm, queue length, etc., which
are needed for simulation. Grid configuration file
consists of grid topology and the contents of each site.
Figure 2 shows the data grid model and the bandwidth
configuration used in the proposed algorithm. The data
grid model used in the simulation has 20 sites. Each
site consists of 1000MB storage and a CE with a
worker node. The simulation configuration parameters
are shown in Table 2.

Figure 2. Data grid model.

Table 2. General configuration parameters.

Parameters Value
Number of Sites 20
Number of Storage Elements (SEs) 18
Storage Capacity at each Site (MB) 1000
Number of Jobs (Maximum) 500
Number of Job types 6
Size of a Single File (MB) 100
Job Delay (ms) 2500
Maximum Queue size 100
Access Pattern Sequential

4.3. Experimental Results

This section presents experimental results achieved
using the proposed algorithm, namely, RPLB,
RPLBfrequency and RPLBdegree. The experimental results
achieved using the proposed algorithm are also
compared with that of the existing algorithms such as
Always Replicate, Eco-zipf Optimizer, No Replication
(Simple), BHR [30] and MBHR [35]. Figure 3 shows
the storage utilization by various data replication
algorithms when sequential access pattern is employed
during job selection. The storage consumption is very
less when no replication algorithm is used because the
data files are stored in only one site. When compared
to Always Replicate, Eco-zipf Optimizer and No
Replication algorithms, the proposed RPLB algorithm
performs better in terms of storage consumption. It
should be noted that the variants of the proposed
algorithms, namely, RPLBfrequency and RPLBdegree

consume more memory when the number of jobs is

200 and 400. The results obtained for the parameter
make span is presented in Figure 4. No replication
strategy has the largest make span and the proposed
RPLB algorithm has minimum make span. The make
span is low using the proposed algorithm because; the
replicas are placed in the local region and are selected
from the best (nearest) site possible. Interestingly, the
variants, RPLBfrquency and RPLBdegree also have less
make span most of the time.
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Figure 3. Storage utilization by various data replication algorithms.
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Figure 4. Make span using various data replication algorithms.

Figure 5 shows the number of replicas created by
various data replication algorithms during job
execution. The proposed RPLB algorithm has
generated less number of replicas than the other
algorithms. As the always replicate strategy, creates a
new replica whenever a request is made, it is not
suitable when the grid has limited storage constraint.
But the proposed RPLB algorithm creates a new
replica only when the file is not available in the local
region.
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Figure 5. Number of replicas generated by various data replication
algorithms.

We know that file replication takes extra time and
little network bandwidth. The Effective Network
Usage (ENU) ranges from 0 to 1. It is calculated using
Equation 2 in [7].

remote _ file _accesses file _ replication

remote _ file _accesses local _ file _ replication

N N
ENU

N N





(2)
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Where Nremot_file_accesses: Is the number of times the CE
reads a file from a SE on a different site, Nfile_replication:
Is the total number of file replications done during the
job execution and Nlocal_file_replication: Is the number of
times a CE reads a file from a SE on the same site.

The ENU is better in RPLBfrequency and RPLBdegree

because the replica is present in the job running site.
The proposed RPLB algorithm has less ENU compared
to BHR algorithm. The ENU of different data
replication algorithms is shown in Figure 6. Figure 7,
clearly shows that the proposed RPLB algorithm takes
less makespan compares to RPLBfrquency, RPLBdegree,
BHR and MBHR. The storage space used for different
data replication algorithms is depicted in Figure 8.
When compared to the RPLBfrequency, RPLBdegree, BHR
and MBHR algorithms, RPLB algorithm performs
better. Configuration files are generated using a
specific GUI designed, which is shown in Figure 9.
The simulation results for 100 and 500 jobs are
presented in Table 3.
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Figure 9. GUI for generating parameters configuration file.

Table 3. OptorSim results for 100 and 500 jobs.

Sl.
No.

Replication
Algorithms

Make Span
Percentage of
Storage Used

No. of Replicas ENU

100 jobs 500 jobs 100 jobs 500 jobs 100 jobs 500 jobs 100 jobs 500 jobs

1.
No

Replication
3046 11418 8 8 0 0 0.946 0.774

2.
Always

Replicate
834 1112 20.54 23 40 168 0.086 0.025

3.
Eco-Zipf
Optimizer

1279 931 14.09 21.81 72 143 0.059 0.022

4. RPLB 127 663 11.00 16.99 12 13 0.449 0.315

5. RPLBfrequency 781 1023 13.90 21.36 59 151 0.054 0.024

6. RPLBdegree 521 1269 13 24.81 68 176 0.043 0.038

5. Conclusions

Data replication is an efficient technique to increase
data availability in data grid. Since, grid is dynamic in
nature, the user behavior and network may change in
time. The replica must be managed in terms of its
creation, placement and deletion. In this paper, an
efficient data replication algorithm RPLB and its two
variants, namely, RPLBfrequency and RPLBdegree are
proposed. Instead of storing replicas in many sites,
they are stored in the best site to reduce storage
consumption. The proposed RPLB algorithm generates
less number of replicas and consumes less
make span for executing grid jobs. The proposed data
replication algorithm in this work can be combined
with scheduling algorithm to achieve better
performance in terms of number of replicas created and
makespan.
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