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1. Introduction 

The growing amount of audible news broadcasted on 

TV channels, radio stations and on the Internet 

demands reliable and fast techniques to organize and 

store those vast amounts of news in order to facilitate 

future search and retrieval. 

In our previous work [12] Automatic Speech 

Recognition (ASR) -a technology that converts spoken 

words to written text- is applied to audible Arabic news 

documents. Then a set of pre-processing and clustering 

techniques are applied on the transcribed documents in 

order to categorize them into a set of predefined topics. 

Since the transcription process is normally highly 

erroneous [11, 12] and as an attempt to overcome some 

of these errors two pre-processing steps: words 

formatting and stemming were considered in [12] to 

evaluate their impact on limiting the negative impact of 

such errors. Two stemming techniques were selected: 

root-based and light stemming and both showed a 

notable improvement in the clustering accuracy of the 

picked-out algorithms with the superiority of the root-

based stemming technique.   

At the clustering stage, a similarity measure based 

on the Chi-square method [11] is utilized. This 

similarity measure is designed to eliminate non 

informative words (usually erroneous words when 

applied on transcribed documents). Two clustering 

techniques were utilized to achieve topic identification: 

k-means [12, 25] and spectral clustering [12, 19]. K-

means was selected as a simple and fast traditional 

clustering algorithm. Spectral clustering was selected as 

it is one of popular, effective, and simple to implement 

modern clustering techniques.  

The topic clustering accuracy was evaluated for the 

two selected clustering algorithms in three situations: 

when the transcribed documents are clustered without 

applying any stemming techniques, when light 

stemming is applied, and when root-based stemming 

is used. The results showed that spectral clustering in 

combination with root-based stemming yield the 

highest accuracy of 68.9%. 

Since results were not completely satisfying, the 

need for achieving better results emerged. As a 

modification to the prior work, additional stemming 

techniques is used “rule-based light stemming” [13] 

which is a hybrid technique of the prior used 

stemming techniques; it makes use of the strength 

points of each of them while limiting their drawbacks. 

Also a possibilistic [16] version of the fuzzy clustering 

technique “Gustafson-Kessel (GK)” [10] is added to 

measure the degree of membership of each document 

to every topic cluster, hence all documents that don‟t 

belong vividly to one topic can be identified and 

scheduled for manual topic assignment.  

This research is organized as follows: in section 2, 

speech transcription challenges are discussed. In 

section 3, data set pre-processing steps are discussed. 

In section 4, topic identification is discussed in details. 

In section 5, experimental results are evaluated and 

then discussed in section 6. The last section concludes 

the research. 

2. Speech Transcription Challenges 

The process of transcribing audible media to textual 

form using ASR system confronts many challenges 

that are typically not present in normal textual 

documents [11, 12]. The main challenges include: 

transcription errors, grammatical errors, and Out-Of-
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Vocabulary problem (OOV), or combination of the 

previously mentioned problems.   

The occurrence of such problems can seriously 

restrict the transcription process efficiency and hence 

restricts any further analysis applied on the transcripts. 

This work targets overcoming the problem of 

transcription errors as it is the most common problem 

when dealing with news transcripts [12]. 

The transcription errors occur due to limitation in the 

ASR system. The correction or elimination of such 

errors is a challenging task and requires understanding 

the nature of these errors. According to authors‟ 

observation, the transcription errors regarding Arabic 

language can be categorized into four sets: 

 Omission errors: happen when the ASR fails 

completely to recognize a word or a series of 

consecutive words. In this case, the words are 

dropped out from the transcribed text and 

recognition process is continued. Omission errors are 

irrecoverable. 

 Word insertion errors: occur when the ASR 

confuses word syllables with a separate word or 

multiple words. In this kind of errors, the original 

word is irrecoverable. 

 Misidentification errors: identifying a pronounced 

word as a different word similar in pronunciation. 

The transcribed word may or may not belong to the 

valid Arabic vocabulary set.  

 Minor spelling errors: a spoken word is identified 

correctly, but spelled wrong in transcription. These 

errors usually affect the way a word should be 

pronounced and it may affect its meaning as well. 

Common minor spelling errors generated by ASR 

are replacing the letter „ِ‟ with „ج‟  at the end of the 

word and vice versa, replacing one of the following 

letters with one another „إ„ ,‟أ„ ,‟ا‟ , and „آ‟, and 

diacritics related errors. 

3. Dataset Pre-Processing 

As any written text documents, the transcribed 

documents produced by the ASR system are of 

unstructured format. Thus it is required to transform 

these unstructured documents to structured format 

using pre-processing in order to facilitate any further 

analysis applied on them. The following are the steps 

involved in the pre-processing applied in this work. 

 Tokenization: the process of mapping sentences from 

character strings into strings of words. For example, 

the sentence “  would be ”انهغح انعرتٍح ذعس يٍ أشٓر انهغاخ

tokenized into “أشٓر“ ,”/يٍ“ ,”/ذعس“ ,”/انعرتٍح“ ,”/انهغح/”, 

 .”/انهغاخ“

 Stop words removal: Stop words are typical 

frequently occurring words that have little or no 

discriminating power, or other domain-independent 

words. Stop words removal can increase the 

effectiveness of the information retrieval process 

[2, 15], especially when dealing with large volume 

of text [22]. Stop words identified in this work 

include numbers, days and months names, 

prepositions, pronouns, and conjunctions. 

 Words Formatting: An extra step applied in this 

work to unify all different shapes of the same letter 

to one form and also to remove some unwanted 

suffixes [12].  

 Stemming: Removes the affixes in the words and 

produces the root word known as the stem. 

Typically, the stemming process will be performed 

so that the words are transformed into their root 

form. Automatic Arabic stemming is effective 

technique for text processing for small collections 

as in [4, 5] and large collections of documents as in 

[17, 18]. It also can enhance clustering as in [5]. 

Arabic stemmers are categorized as either root-

based as in [6, 14] or stem-based (light stemmers) 

as in [17, 18]. Also the research for hybrid 

techniques, like the rule-based light stemming 

technique [13], has evolved to minimize the 

drawbacks associated with standard stemming 

techniques. 

 Weighted matrix construction: the process of 

representing the text document into a machine 

readable form [21]. 

Besides transforming the unstructured transcribed text 

to structured form, the pre-processing is also used as 

the first phase to reduce the transcription errors by 

either correcting or help overcoming some of these 

errors. This happens during the pre-processing steps: 

words formatting and stemming. The following 

discuss how applying pre-processing can correct or 

help overcoming some of the transcription errors. 

In Figures 1 and 2 erroneous words like “تساخ”, 

 are ”يلاحمّ“ and ”انردرٌثٍّ“ ,”انفررِ“ ,”اشا“ ,”ايس“

examples of minor spelling errors. According to 

Arabic syntactic rules [3], the correct spelling for 

these words should be: “انفررج“ ,”إشا“ ,”أيس“ ,”تسأخ”, 

  .”يلاحمح“ and ”انردرٌثٍح“

 انهعة ٌٕفُرٕس رسًٍا تهمة انسٔري الإٌطانً نكرج انمسو نهًرج انثاٍَح عهى انرٕانً ٔشنك تعسيا ذرٌٕدا

 عهى ضٍفّ تانٍريٕ

 انهمة نهًرج نحس فمط 1فرٌك انًسرب اَطٍَٕٕ كَٕرً انًثاراج ْٕٔ تحاخح انً َمطح زاذهح  ألسؤ

 َمطح عٍ ١١ ٌرصسر انررذٍة تفارق نكًَٕ عهى انرٕانً ٔانراسعح ٔانعشرٌٔ فً ذارٌرّ ثاٍَح

  انًٕسىاَرٓى أرتعح يراحم عهى لثهح َاتٕنً يلاحمح

Figure 1. Sample of transcribed text with various transcription 

errors. 

  ضٍف تانٍرونعةلسو ير ثاٌ ذٕال  ٌطال نكرا ٌٕفُرٕس رسى تهمة زٔر ذرٌٕح

ذٕال ٔانراسع عشر فً  ثاًَ نمة ير نحس فرٌك يسرب اَطًَٕ كَٕد يثارا  تحاج َمط  فمط زاذم لسوا

  يٕسىِاَدرتع يراحم ا لثم َاتٕل يلاحك ٌرصسر ذرذٍة تفارق  َمط نكٌٕذارٌد 

Figure 2. Sample of transcribed text after applying pre-processing 

with light stemming. 

Such a problem is common in Arabic ASR systems 

and leaving it without handling would cause problems 

in any further analysis as in any computer system 
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words like “تساخ” and “تسأخ” aren‟t the same and 

actually will process them as two separate words. In 

this kind of errors, the correct spelling is determined on 

syntactic rules that depend in most cases on 

pronunciation. The correct pronunciations depends on 

the meaning of the word which is determined according 

to its context, thus the only way to detect and correct 

such errors is searching massive dictionary of correctly 

spelled Arabic words and searching for the correct 

syntax if the word is misspelled. It is possible for a 

word to take many correct forms in different contexts, 

hence automatically selecting the correct form needs 

understanding the word context. Such process is 

inefficient in terms of the processing time and power 

required as Arabic is very complex language, 

moreover, many existing machine learning techniques 

don‟t require understanding the language structure to 

operate on text, so it is not efficient to do such thing as 

a pre-processing step just to correct some errors. The 

most suitable solution is not to correct these errors but 

to work around them by unifying all different formats 

of a letter into one form. The unification process is 

performed at the words formatting step. Some suffixes 

are also removed at the word formatting step to fine-

tune the input text for the stemming step. 

Three stemming techniques are utilized in this work: 

light stemming represented in Larkey‟s light10 

stemmer [18], root-based stemming represented in 

Khoja‟s root-based stemmer [14], and rule-based light 

stemmer introduced in [13]. The stemming techniques 

are applied in this work to unify vocabulary and also to 

overcome some transcription errors. 

The words “زاذهح“ ,”ألسو“ ,”انهعة“ ,”ذرٌٕدا”,  ,”نحس“ 

 in Figure 1 are examples of ”اَرٓى“ and ,”لثهح“ ,”نكَٕى“

misidentification errors. The original words are “ذٕج”,  

 If a .”اَرٓاء“ and ,”لثم“ ,”نكَّٕ“ ,”نحسى“ ,”زذم“ ,”لس“ ,”ذغهة“

word is misidentified into one of its relative forms, so 

there is a good chance that this mistake would be 

overcame when root-based stemming is applied. The 

light and rule-based stemmers would either transform 

the word to another form or leave it without any 

transformation in some cases [12]. 

Both light and rule-based stemmers actually tend to 

correct the error in case of occurrence of inserted letters 

in the start and the end of the word as long as the 

inserted letters exist on their prefix/suffix removal list 

[12]. The root-based stemmer can also correct an 

erroneous word if by chance the original word is the 

same as the root of erroneous word. The word “ذرٌٕدا” 

(Figure 1) is a good example, after removing the suffix 

 which ”ذرٌٕح“ at the word formatting step the result is ‟ا„

would be transformed by the root-based stemmer to 

 as shown in Figure 3 which is also the same as ”ذٕج“

the original word in spelling. 
 

 

 

 

 

  ضٍف تانٍرونعة ثاًَ ٔنً يرر لسو كٕرٌطانً ا ٌٕفُرٕس رسى نمة زٔر ذٕج

خ ار ٔنً ذاسع عشرٌٔ ثاًَ ر نمة يرنحسج َمط  فمط ٔ ذافرق زرب اَطًَٕ كَٕرً ترزذم  لسو

  ٔسىًَٓ رحم ِرتعا لثم َاتٕنً نحك صسر رذة فرق  َمط كٌٕ

Figure 3. Sample of transcribed text after applying pre-processing 

with root-based stemming. 

All three stemming techniques fail when the 

erroneous word is substituted by completely another 

word of a different spelling and meaning like “  ,”انهعة

“  as in Figures 2, 3, and 4 or if by ”نحس“ and ,”ألسو

chance a letter is inserted in the middle of the word.  

  ضٍف انٍرونعة ثاٌ ٔال ِ ٌٕفُرٕس رسى نمة زٔر إٌطال كرج لسو يرذرٌٕح

 ذٕال انراسع عشر ذارٌد ثاٌ ِ نمة يرنحس حاج َمط فمط ِ فرٌك يسرب اَطًَٕ كَٕد يثارازاذم ألسو

  يٕسىاَرّ يراحم عهى ِرتعا لثم َاتٕل يلاحك عٍ ِ ٌرصسر انررذٍة تفارق َمطكٌٕ

Figure 4. Sample of transcribed text after applying pre-processing 

with root-based stemming. 

If such erroneous words are not repeated frequently 

along the whole set of documents, they would 

probably have poor information contribution, and 

hence they would be eliminated by the chi-square 

based similarity measure if their information 

contribution assessment doesn‟t comply with a certain 

threshold, otherwise they would be retained. 

After applying stop words removal, words 

formatting and stemming, and in order to process the 

transcribed documents for topic identification, they 

must be represented in a machine readable form. 

Vector-Space Model (VSM) the model applied in this 

work because of its effectiveness in proximity 

estimation between text documents in addition to its 

conceptual simplicity [21]. 

In VSM all documents are represented as vectors of 

weights in an n-dimensional space of terms. At the 

recent time, there are a number of well-known 

methods that have been developed to evaluate term 

weight [24], in this work, Okapi method [20] is 

applied, which is a modification of a classic Term 

Frequency×Inverse Document Frequency (TFIDF) 

weighting scheme and proved to be efficient in a 

number of applications [1, 7]. 

According to the Okapi method Combined Weight 

(CW) of the word is calculated as in Equation 1. 

)j,DiTF(w)jNDL(Dbb)((K

)j,DiTF(w)iCFW(w)(K
)j|DiCW(w






1

1


The quantity ( )
( )

i

i

N
CFW w log

n w
  is the data set 

collection frequency weight; N is the total number of 

documents in the collection and n(wi) is the number of 

documents containing the word wi. The quantity TF(wi 

, Dj ) is the frequency of occurrences of word wi  in the 

document Dj and NDL(Dj) is the length of the 

document Dj normalized by the mean document 

length. The constant b controls the influence of 

document length and is empirically determined to the 

value 0.75. The other constant K acts as a discounting 

parameter on the word frequency: when K is 0, the 

(1) 
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combined weight reduces to the collection frequency 

weight; as K increases the combined weight approaches 

tf×itf. K is set to 1.25 in this work. 

Once CW is calculated for all words, it is easy to 

calculate the Weight of a Document (DW) the same 

way. DW can be calculated for the whole document or 

any of its parts via applying in Equation 2. 

  


ik Xw ki wCWDDW )()(  

4. Topic Identification 

Topic identification is the process of assigning one or 

more labels to text documents chosen from a pre-

defined list of topics assuming that each documents is 

topically homogeneous (e.g., a single news story). 

There exist two general styles of topic identification: 

topic classification/clustering and topic detection. In 

topic classification, it is assumed that a predetermined 

set of topics has been defined. In topic clustering the 

topics set may be predefined or open for discovery. In 

both scenarios each document will be categorized as 

belonging to one and only one topic from the topics set. 

This style is sometimes referred to as single-label 

categorization. In topic detection, it is assumed that a 

document can relate to any number of topics and an 

independent decision is made to detect the presence or 

absence of each topic of interest. This style is 

sometimes referred to as multi-label categorization. 

In this work topic identification is achieved by 

means of clustering of data using a similarity measure, 

and the labels are chosen from a pre-defined list of 

topics. A Chi-square based similarity measure is used 

along with k-means and spectral clustering algorithms.  

The Chi-square similarity measure determine the 

word co-occurrences between matching transcripts by 

sorting all words in transcripts by their weights and 

retain only those whose weights are greater than some 

empirically preset threshold. Thus non-informative 

words including low frequently repeated erroneous 

words should appear at the bottom of the sorted list and 

hence eliminated according to the empirically 

determined threshold. The Chi-square similarity is 

calculated as in Equation 3. 

 ( ( ) ( )
i j i j

sim Inter D ,D Inter D ,D ,  

Where σ is given by evaluating the Chi-square test in 

Equation 4 and Inter(Di, Dj)  is given by Equation 5. 

The calculated similarity will range between 0 and 1 

and it will be equal to 1 if and only if Di= Dj. 
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2
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Such that in case of ji DD   is true, then the inequality 

in Equation 6 is also true. 

( ) ( )
i j j i

Inter D ,D Inter D ,D 

The widely used cosine similarity in Equation 7 

measure is also used. The clustering accuracy is, then, 

compared to the accuracy achieved via using the Chi-

square measure. 

1

2 2

1 1

( )
( )

N

ki kj
k

c i j
N N

ki kj
k k

w w
S D ,D

w w



 




 



For Topic identification process, two clustering 

methods are used: hard clustering and possibilistic 

clustering. 

4.1. Hard Clustering 

Hard clustering means partitioning the data into a 

number of subsets (clusters) such that an object either 

belong or doesn‟t belong to a cluster. Two hard 

clustering techniques are utilized in this work: k-

Means, spectral clustering. 

K-means is based on the idea that a center point 

(centroid) can represent a cluster. It is one of the most 

popular traditional data clustering algorithms because 

of its simplicity and computational efficiency. The 

main problem with this clustering method is its 

tendency to converge at a local minimum and the final 

results highly depends on the initial choices of 

centroids.  

Spectral clustering reformulation of the clustering 

process takes place using a similarity graph G=(V, E) 

where the goal is to find a partition of the graph such 

that the edges between different groups have very low 

weights, and the edges within a group have high 

weights. The similarity graph used in this work is the 

fully connected graph because the Chi-square 

similarity measure itself models local neighborhoods, 

so it best suite this kind of graphs as described in [12, 

23]. 

4.2. Possibilistic Clustering 

Besides the fact that the transcribed data are being 

erroneous, there is also a possible chance of the 

existence of topic overlaps and/or noisy documents 

that don‟t belong to any predefined topic, which limits 

the effort to correctly cluster such data into topics 

using hard clustering techniques. Thus the need 

emerged for a clustering method that allows a 

document to belong to more than one cluster 

simultaneously with different membership degrees. 

Fuzzy clustering method [26] allows object 

memberships satisfying the following constraints: 

[0 1]
ij i j

, , ,    

1

0
N

ij i
j

N, ,and
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(5) 

(6) 
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(8) 

(9) 
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The parameter μij is the degree of membership of the 

feature point x in cluster βi. C denotes the number of 

classes, and N denotes the total number of feature 

points.  

Because of the restriction in Equation 10, the 

generated memberships degree don‟t always 

correspond well to the actual degree of belonging of the 

data, thus it is difficult to detect outliers in a noisy 

environment using fuzzy clustering. As a solution to 

this problem, possiblistic clustering is used, in which 

the restriction in Equation 10 is relaxed [6] as in 

Equation 11. A possiblistic version of the fuzzy GK 

algorithm is utilized in this work. 

0,
i ij j

max    

GK extended the standard fuzzy c-means algorithm [8] 

by employing an adaptive distance norm, in which each 

cluster has its own norm-inducing matrix iA , which 

yields the inner-product norm in Equation 12. The 

choice of the norm-inducing matrix A determines the 

cluster shape; hence the employing of adaptive distance 

norm adds the capability of detecting clusters of 

different geometrical shapes [10]. 

2 2 ( ) ( )T

ij j i i j i i j i
d || x c || A x c A x c ,     

Where 2
ijd  is the distance feature point xj to cluster 

center ci. 

The possibilistic version of the GK algorithm is 

derived from the general form of possiblistic algorithms 

introduced in Equation 6. The possibilistic GK 

algorithm is explained in [16]. 

5. Experimental Results 

The dataset used in this research consists of audio news 

stories collected and recorded manually from various 

Arabic news broadcast networks: Al-Jazeera, Al-

Arabiya, and BBC Arabic. The dataset size is about 30 

hours of recorded Arabic news stories. The average 

length of the news story is two minutes. The news 

stories are transcribed generating 1000 text files 

divided into five topics: culture and arts, economics, 

politics, science, and sports. 

The reason behind the manual selection of the news 

stories is to minimize speaker related problems, like 

unclear pronunciation and grammatical errors. The 

collected news are then transcribed into text documents 

using ASR system “Dragon Dictation” [9], and then 

pre-processed for topic-clustering. 

After applying pre-processing steps on the 

documents and performing clustering techniques, the 

accuracy of clustering is evaluated using F-Measure in 

Equation 13, a measure that combines the recall and 

precision ideas from information retrieval [20]. 

 { ( )}i

i

n
F Max F i, j

n
   

The max is taken over all clusters at all levels, and n is 

the number of documents and F(i,j) is defined by: 

2 ( ) ( )
( )

( ) ( )

Recall i, j Pr ecesion i, j
F i, j

Recall i, j Pr ecesion i, j

 





( )
ij i

Recall i, j n / n 

( )
ij j

Precision i, j n / n 

The quantities Recall and Precision are calculated as 

in Equations 15 and 16, where nij is the number of 

members of class i in cluster j, ni is the number of 

members of class i, and nj is the number of members 

of cluster j. 

The dataset is divided into subsets of sizes ranged 

from 50 to 200 documents per category. Experiments 

are carried out on each of these subsets four times for 

each clustering algorithm: when no stemming is 

applied, when light-stemming is applied, when root-

based stemming is applied, and finally when rule-

based light stemming is applied. Each clustering 

algorithm is run twice: one time with the use of the 

Chi-square similarity measure, and the other time with 

the use of the popular cosine measure. The accuracy of 

the clustering is evaluated for each subset, and then 

the average accuracy is calculated among all the 

subsets shown in Table 1.  

Table 1. Accuracy evaluation of the topic clustering of the 

transcribed documents using hard clustering methods. 
 

Clustering 

Approach/Similarity 

Measure 

Average Accuracy 
Non-

Stemmed 

Light-

Stemmed 

Root-

Stemmed 

Rule-

Stemmed 

k-Means /Cosine 39.42% 44.61% 54.41% 60.04% 

k-Means/Chi-square 44.3% 47.6% 56.5% 63.35% 

Spectral Clustering/Cosine 45.62% 50.96% 65.57% 71.33% 

Spectral Clustering/Chi-square 46.5% 53.8% 68.9% 76.11% 

The dataset is divided into subsets to consider the 

effect of the change in dataset size and hence the 

change in the amount of information contained in each 

subset on the average clustering accuracy. The reason 

why clustering is first applied on non stemmed data is 

to measure the impact of applying stemming 

techniques on improving the accuracy of the clustering 

algorithms operating on such erroneous data. The use 

of two similarity measures is to ensure that the Chi-

square measure makes a positive effect on clustering 

the erroneous data into topics. 

The experimental scenarios applied on the 

transcribed news documents are also applied on the 

error-free version of those transcribed documents, and 

then the average accuracy is calculated as shown in 

Table 2. This step is carried on to gain knowledge 

about the sensitivity of the original data to clustering, 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 
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thus an assessment to what extent the techniques 

proposed in this work have managed to overcome 

transcription errors can be performed.   

Table 2. Accuracy evaluation of the topic clustering of the error-free 
version of the transcribed documents using hard clustering methods. 

Clustering 

Approach/Similarity 

Measure 

Average Accuracy 

Non-

Stemmed 

Light-

Stemmed 

Root-

Stemmed 

Rule-

Stemmed 

k-Means /Cosine 62.2% 64.63% 68.06% 76.84% 

k-Means/Chi-square 65.9% 67.97% 72.84% 79.05% 

Spectral 
Clustering/Cosine 

72.2% 74.97% 80.77% 85.15% 

Spectral Clustering/Chi-
square 

74.87% 76.85% 82.74% 87.21% 

By comparing the accuracy results in Tables 1 and 2, 

and by observing the clustering confusion matrix for 

each clustering scenario for both original and 

transcribed date, it is concluded that in both sets of 

data, there are documents causing clustering confusion. 

The existence of topic overlaps in the original data is 

the main cause of such confusion. The information loss 

due to the transcription errors is increasing the 

confusion even more in the transcribed data. 

In the next phase of experiments possibilistic GK 

algorithm is applied on both the transcribed and the 

original data, and the membership matrix is analyzed to 

evaluate the amount of confusing documents in each 

topic as in Figures 5 and 6.  
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Figure 5. Confusing documents detected after applying the 

possibilistic GK algorithm on the transcribed data. 
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Figure 6. Confusing documents detected after applying the 

possibilistic GK algorithm on the original data. 

A document is considered confusing to the clustering 

process if its membership degrees to all clusters are 

under a certain predefined threshold, or if its 

membership degrees to more than one cluster are 

convergent. By determining which documents are 

affecting the clustering accuracy, they can be excluded 

and the rest of the documents are maintained. Doing 

such exclusion, would improve the clustering accuracy 

for the rest of the documents. After re-applying the 

experiential scenarios on the remaining data on both 

transcribed and original data, the average clustering 

accuracy improved to a maximum of 85.62% and 

92.26%   respectively when spectral clustering is used 

on rule-based stemmed data. Manual categorization 

can be considered a solution to categorize the 

excluded documents. 

6. Discussion 

The results have showed that stemming techniques 

have improved the accuracy of all clustering 

algorithms. Rule-based light stemming has improved 

the efficiency of the clustering process more than the 

other stemming techniques. The reason behind that is 

the nature of the Arabic language and its related 

transcription errors. Light-stemming techniques only 

removes certain prefixes and suffixes which will not 

truly and effectively transform all similar words to one 

root, hence limit its ability to overcome 

misidentification errors. Light stemming is also known 

for causing high mis-stemming and under-stemming 

errors. Mis-stemming occurs when an original part of 

the word is confused with an affix, and hence is 

removed. Under-stemming occurs when stemming 

two word with the same root, but instead, the stemmer 

produce two different roots.  In contrast to light 

stemming, root-based stemming transforms all similar 

words to one root, except for some limitations that 

may exist in the algorithm performing the 

transformation, which makes it more efficient than 

light-stemming in overcoming errors. Root-based 

stemming causes high over-stemming errors where 

two words with different roots are transformed to one 

root. Rule-based light stemming has more ability to 

overcome transcription errors than light stemming, but 

less ability than root-based stemming. It also has the 

benefit of balancing between the stemming errors 

caused by the light and root-based stemming 

techniques; hence it leads to the best performance in 

the clustering phase. The ability to balance between 

stemming errors can be explained because of the fact 

that rule-based light stemming technique is basically a 

light stemming technique guided by rules that 

distinguish whether an identified affix is originally 

part of the word or not. It also has the ability to 

transform plural words into its singular form before 

transforming it to its stem. For those reasons, mis-

stemming and under- stemming errors are reduced. 

Additionally, it doesn‟t cause much over-stemming 
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errors because it is basically a light stemmer and as 

mentioned earlier, light stemmers are not known for 

causing much of this kind of errors. 

The spectral clustering algorithm achieved more 

accuracy than the k-means algorithm in all cases which 

may be explained due to the nature of the data set. In 

contrast to spectral clustering, k-means tends to perform 

best in linearly separable data. Since the topics chosen 

are general and limited in number, thus the chance of 

existence of cross topic documents is increased and 

therefore the process of linearly separating data 

becomes more difficult. 

 The results also have showed that Chi-square 

similarity method has showed superiority over the 

popular and traditional cosine similarity and it is best 

utilized by the spectral clustering algorithm. 

Applying the possibilistic GK algorithm on both the 

transcribed and original data has revealed some of the 

characteristics of the data. By analyzing the 

membership matrix and manual observation of the 

detected confusing documents, it is notable that the 

Economics topic has the biggest number of confusing 

documents; this may be explained due to the numerical-

based nature of the content involved in this topic. Thus 

considering that the news stories are relatively short, it 

is hard to extract unique features that can qualify such 

document to be assigned vividly to a topic. Arts and 

Science have the second and third places in the number 

of occurrences of confusing documents. This may be 

explained to the possibility of existence of sub-topics 

within them, in addition to the relatively small size of 

the dataset that doesn‟t cover all of those sub-topics 

well. Although Politics topic has the least confusing 

documents, it is the most topic that received wrong-

clustered documents from all other categories. This 

may be explained due to the interference of politics in 

many aspects of life, so it is possible for an economical 

decision to be based on some political background and 

both are melded into one news story. 

The number of confusing documents is increased in 

the transcribed documents due to transcription errors, 

especially when such errors occur frequently in named 

entities (names of persons, organizations, places, etc) 

which usually represent important features for guiding 

the clustering process. It is also notable that stemming 

played an important role in reducing the amount of 

confusing documents in all topics of the transcribed and 

original data. 

7. Conclusions 

In this research a set of transcribed textual documents 

obtained from a set of spoken documents are clustered 

into topics, and the impact of applying three stemming 

techniques along with the Chi-square and cosine 

similarity measures on the accuracy of the topic-

clustering process is measured. The confusion nature 

of the transcribed data is investigated and compared to 

its original correct form by the use of a possibilistic 

version of the GK fuzzy algorithm which showed that 

possibilistic clustering is suitable for this kind of 

erroneous confusing data as it can detect those 

confusing members and hence give the option for 

excluding them. 

The clustering accuracy evaluation showed that the 

best hard clustering results are achieved by applying 

the spectral clustering algorithm in combination with 

rule-based stemming scoring average accuracy of 

76.11% which is higher than the results obtained in 

the prior work. This accuracy is further improved to 

85.62% by excluding the confusing document. 
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