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Abstract: The software capability maturity model has become a popular model for enhancing software development processes 
with the goal of developing high-quality software within budget and schedule. The software cost estimation model, constructive 
cost model, in its last update (constructive cost model II) has a set of seventeen cost drivers and a set of five scale factors. 
Process maturity is one of the five scale factors and its ratings are based on software capability maturity model. This paper 
examines the effect of process maturity on software development effort by deriving a new set of constructive cost model II’s 
PMAT rating values based on the most recent version of CMM, i.e., capability maturity model integration. The precise data for 
the analysis was collected from the record of 40 historical projects which spanned the range of capability maturity model 
integration levels, from level 1 (lower half and upper half) to level 4, where eight data points were collected from each level. 
We followed the ideal scale factor method in order to withhold the effect of the constructive cost model II’s PMAT scale factor. 
All prediction accuracies were measured using PRED. The study showed that the proposed model (with the new PMAT rating 
values) yielded better estimates as compared to the generic , constructive cost model II model’s estimates. 
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1. Introduction 

Software cost estimation is the process of predicting 
the effort required to develop a software engineering 
project [24]. This process becomes one of the biggest 
challenges and the most expensive component in 
software development. While software cost estimation 
may be simple in concept, it is difficult and complex in 
reality [22].  

Several estimation models have been developed, 
and most of them have disappeared without any kind 
of rigorous evaluation. The reason for this might be 
that these models were not good and precise enough 
[25].  In fact, we should not forget that there is another 
important reason; the people who work in software 
development prefer to use their own estimation 
techniques rather than improving and applying the 
work of the others. According to [17], most companies 
have relied on experience and ‘‘Price-to-win’’ 
strategies for getting past competitors to win projects. 
Despite the emergence of concepts like SoftWare 
Capability Maturity Model (SW-CMM) one can never 
rely completely on experience based estimation in the 
software industry because of the rapidly changing 
technologies, which renders the experience-based 
estimates ineffective. Furthermore, price-to-win 
strategy is not very favorable for most of the 
companies [17]. Hence, the need arises to come up 
with a more effective cost model to account for the 
effort spent on developing software systems. A number  
 

 
of algorithmic models have been proposed as the basis 
for estimating the effort of a software project. They are 
conceptually similar but use different parameter 
values. The mathematical model that we discuss here is 
the COnstructive COst MOdel (COCOMO) [4]. 
COCOMO model was selected for this study for the 
following reasons: 

•••• It has a long history from its original version [4] till 
its most recent version [6].  

•••• It is detailed and well documented in [4] and [6]. 
•••• Its datasets are available to the public in the 

PROMISE repository [33]. 
•••• It provides commercial implementations such as 

Costar [34]. 
 
1.1. Problem Overview 

Accurate software cost estimation is important for 
effective project management such as budgeting, 
project planning and control [21]. The accuracy of 
software cost estimation has a direct and significant 
impact on the quality of the firm’s software investment 
decisions [1]. Unfortunately, despite the large body of 
experience with estimation models (including 
COCOMO), the accuracy of these models is still far 
from being satisfactory [23].  

Different software cost estimation models have 
different inputs. The impact of these inputs may vary 
from one model to another. From the results of studies 
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on the effect of process maturity's on effort, it seems 
reasonable to suggest that it is an important input to 
software cost estimation models. 

Despite the fact that the Software Engineering 
Institute at Carnegie Mellon University (CMU-SEI) 
has released the Capability Maturity Model Integration 
(CMMI), which is the updated version of the original 
CMM, COCOMO II still relies on SW-CMM to assess 
its PMAT scale factor. As far as we are concerned, no 
new values have been derived to reflect the COCOMO 
II process maturity under CMMI. 
 
1.2. Research Hypothesis 

The hypothesis of the work presented here is that 
deriving a set of new PMAT values under the CMMI, 
will improve the prediction power of the COCOMO II 
model, and make it precisely applicable in software 
development organizations that are adopting CMMI. 
The rest of this research is organized as follows. 
Section 2 presents the definition of the COCOMO 
model and shows an overview of the CMM-Based 
process maturity. Section 3 presents some researches 
that are related to our study. Section 4 describes the 
data gathering and data analysis methods, while section 
5 offers some conclusions of this work and presents 
recommended future works. 
 
2. Background 

2.1. COCOMO II Model 

COCOMO was originally published in 1981 
(COCOMO 81) [4], and became one of most popular 
parametric cost estimation models of the 1980s. But in 
the 90s, COCOMO 81 faced a lot of difficulties and 
complications in estimating the costs of software that 
were developed to a new life cycle processes such as 
non-sequential and rapid development process models, 
reuse-driven approaches, and object-oriented 
approaches [5]. Thus, COCOMO II was published 
initially in the annals of software engineering in 1995 
with three sub models; an application-composition 
model, an early design model and a post-architecture 
model [5]. COCOMO II has, as an input, a set of 
seventeen Effort Multipliers (EM) or cost drivers 
which are used to adjust the nominal effort (PM) to 
reflect the software product being developed. The 
seventeen COCOMO II factors (cost drivers) are 
shown in Table 1 [6]. 
 
2.1.1. Effort Estimation 

The COCOMO II effort estimation model is 
formulated as in equation 1. This model is used for 
both early design and post-architecture models to 
estimate effort. The inputs are the size of software 
development, a constant A, an exponent E, and a 

number of Effort Multipliers (EM). The number of 
effort multipliers depends on the model being used. 
 
  
 
 

where the constant A=2.94, and the exponent E will be 
described in the following section. 
 

2.1.2. Scale Factors 

A study accomplished by [27] presents the conclusion 
that the most critical input to the COCOMO II model is 
size, so, a good size estimate is very important for any 
good model estimation. Size in COCOMO II is treated 
as a special cost driver, so it has an exponential factor, 
E. The exponent E in equation 2 is an aggregation of 
five scale factors. All scale factors have rating levels. 
These rating levels are Very Low (VL), Low (L), 
Nominal (N), High (H), Very High (VH) and Extra 
High (XH). Each rating level has a weight W, which is 
a quantitative value used in the COCOMO II model. 
The five COCOMO II scale factors are shown in Table 
2 [6]: 
 
 
 

where B is a constant = 0.91. A and B are constant 
values devised by the COCOMO team by calibrating to 
the actual effort values for the 161 projects currently in 
COCOMO II database.  
 

Table 1. COCOMO II Cost drivers. 
Cost Driver Description 

RELY Required Software Reliability 
DATA Data base size 
RUSE  Developed for Reusability 
DOCU Documentation needs 
CPLX Product Complexity 
TIME Execution Time Constraints 
STOR Main storage Constraints 
PVOL Platform Volatility 
ACAP Analyst Capability 
PCAP Programmer Capability 
APEX Application Experience 
PLEX Platform Experience 
LTEX Language and Tool Experience 
PCON Personnel Continuity 
TOOL Use of Software Tools 
SITE Multisite Development 
SCED   Required Development Schedule 

 

 

Table 2. COCOMO II Scale factors. 

Scale Factor Description 

Precedentedness  
(PREC) 

Reflects the previous experience of the 
organization. 

Development 
Flexibility 
(FLEX) 

Reflects the degree of flexibility in the 
development process. 

Risk Resolution 
  (RESL) 

Reflects the extent of risk analysis carried out. 

Team Cohesion  
(TEAM) 

Reflects how well the development team knows 
each other and work together. 

Process 
Maturity  
(PMAT) 

Reflects the process maturity of the organization. 

(2)  E= B + 0.01× ∑ SFj 
 j=1 

N 

(1)  PM= A × SIZEE
 × Π ΕΜi 

 i=1 

N 
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The procedure for determining PMAT which is the 
factor of interest in this study- is organized around the 
SEI-CMM, Table 3 [6].  
 

Table 3. PMAT Scale factor with its rating levels and values. 

PMAT 

Description 

CMM 
Level 1 
(lower) 

CMM 
Level 1 
(upper) 

CMM 
Level  

2 

CMM 
Level 

3 

CMM 
Level 

4 

CMM 
Level 

5 

Rating 

Levels 

Very 
 Low 

Low Nominal High 
Very 
High 

Extra 
High 

Values 7.80 6.24 4.68 3.12 1.56 0.00 

 
According to [14], the CMM level 1 (lower half) is 

for organizations that rely on “heroes” to do the job. 
They don’t focus on processes or documenting lessons 
learned. The CMM level 1 (upper half) is for 
organizations that have implemented most of the 
requirements that would satisfy CMM level 2. In 
CMM’s published definition, level 1 (lower half) and 
(Upper half) are grouped into level 1. 
 
2.2. CMM Based Process Maturity 

SW-CMM published by SEI is used to rate an 
organization’s process maturity [28]. SW-CMM 
provides a number of requirements that all 
organizations can use in setting up the software 
processes used to control software product 
development. The SW-CMM specifies “what” should 
be in the software process rather than “when” or “for 
how long”. There are five levels of process maturity, 
level 1 (lowest half) to level 5 (highest). To be rated at 
a particular level, the organization should demonstrates 
capabilities in a set of Key Process Areas (KPA) 
associated with a specific SW-CMM level. The 
capabilities demonstrated in moving from lower levels 
to higher levels are cumulative. For example, level 3 
organizations should show compliance with all KPAs 
in levels 2 and 3. The SW-CMM process maturity 
framework is presented in Table 4.  
 

Table 4. CMM Framework. 

CMM 

Level 
Key Process Area 

Level 1 None 
Requirements Management 
Software Project Planning 
Software Project Tracking and Oversight 
Software Subcontract Management 
Software Quality Assurance 

Level 2 
Repeatable 

Software Configuration Management 
Organization Process Focus 
Organization Process Definition 
Training Program 
Integrated Software Management 
Software Product Engineering 
Intergroup Coordination 

Level 3 
Defined 

Peer Reviews 
Quantitative Process Management Level 4 

Managed Software Quality Management 
Defect Prevention 
Technology Change Management 

Level 5 
Optimizing 

Process Change Management 

All organizations are supposed to start at level 1. 
This is called the Initial level. At this level, few 
processes are defined, and the success depends on 
individual effort. This makes the software process 
unpredictable because it changes as work progresses. 
Project Schedules, budgets, functionality, and product 
quality are also unpredictable. 

Each KPA has a set of goals, capabilities, key 
practices, measurements and verification practices. The 
goals and key practices are the most interesting of 
these because they could be used to assess the impact 
of a KPA on a project’s development effort. The goals 
state the scope, boundaries, and intent of a KPA. A key 
practice describes “what” should happen in that KPA. 
There are a total of 52 goals and 150 key practices. All 
of the KPAs are described in [28]. 
 
3. Related Work 

In this research, we look at the literature from two 
perspectives. One concentrates on the calibration and 
improvement of the COCOMO II model, while the 
other concentrates on the benefits of increasing 
maturity levels as well as the benefits of CMMI-based 
software process improvement. Our work is a kind of 
combination between the previous two perspectives, 
i.e., we improved the prediction power of the 
COCOMO II model by investigating the benefits of 
CMMI based software process maturity. 

COCOMO II is being revised, updated, and 
calibrated to be more suitable for future estimation. 
There are several calibrations conducted on COCOMO 
II [9, 13, 15, 31, 32]. Also, numerous studies have been 
done to enhance the predictive power of the COCOMO 
model by adding or reducing some influencing factors 
or cost drivers [2, 11, 20, 21, 25, 29, 30].  On the other 
hand, much has been discussed on the benefits of 
increasing maturity levels as well as the benefits of 
CMMI-based software process improvements [3, 7, 12, 
14, 18, 19].  

Chulani et al. [9] reported a study with a regression 
tuning algorithm using the COCOMO project database 
producing estimates that are within 30% of the actual 
values, 69% of the time, while Clark [15] reported a 
study with a Bayesian 38 tuning are within 30% of the 
actual values, 76% of the time after stratification by 
organization.  Hale et al. [20] proposed Task 
Assignment amendments that can aid in the tuning of 
existing estimation models. They claimed that the 
prediction ability of COCOMO II would be increased 
by augmenting it with Task Assignment factor. 
Miyazaki Y. and Mori in [25] tailored the COCOMO 
81 to their own environment. They concluded that the 
original COCOMO 81 overestimates the effort 
required to develop software in their Japanese 
environment, but its tailoring methodology is 
applicable. Jensen [29] claims that poor management 
can increase software cost by an immense factor. He 
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reported that by neglecting management approaches, 
high effort estimates are generated in modern 
organizations. Yahya et al. [30] improved the 
COCOMO II’s predictive power by adding a set of 16 
factors to the model and considered it as the most 
influential factors in their local environment. They 
claimed that their enhanced model has improved the 
COCOMO II’s predictive power by 9% as compared to 
the generic COCOMO II. Chen et al. [11] concluded 
that the COCOMO II model can be improved via 
WRAPPER feature subset selection method developed 
by the data mining community. Using data sets from 
the PROMISE repository, they showed WRAPPER 
significantly and dramatically improves COCOMO II’s 
predictive power. Huang et al. [21] have proposed a 
novel neuro-fuzzy COCOMO for software cost 
estimation. They claimed that the validation using 
industry project data shows that the model greatly 
improves estimation accuracy in comparison with the 
generic COCOMO model. Based on CMM and by 
using a 161-project sample, Clark [14] isolated the 
effects on effort of process maturity versus other 
effects, concluding that an increase of one process 
maturity level can reduce development effort by 4% to 
11%. While Balk argued in [36] that disaggregation of 
TOOL variable in COCOMIO II improves the 
prediction accuracy from 67% to 87%. 

 
4. Research Methodology 

The primary data collection tool was a questionnaire 
that has been used in order to collect a historical data 
from individual projects, i.e., each questionnaire 
should be applied only on one project. The 
questionnaire is based on “COCOMO II cost 
estimation questionnaire” which was prepared in the 
center of software engineering at university of southern 
California, for COCOMO II’s annual updating [8]. 
 
4.1. Data Collection Procedure 

Out of the 75 questionnaires distributed to over 20 
software development organizations, 56 questionnaires 
were returned. Some questionnaires could not be 
verified with project managers or senior project staff; 
therefore, 16 questionnaires were rejected and 
eliminated from this study. Therefore, 40 
questionnaires were analyzed. The returned datasets 
were from various fields such as banking, insurance, 
communication, simulation, web development, etc. 
The questionnaires were distributed to software 
organizations that have already achieved one of the 
CMMI levels, and spanned the range of its levels, from 
level 1 (lower half) to level 4, i.e., 8 data points were 
collected from each level. 

For each project, there was a meeting with the 
project manager or team leader who would be filling 
out the forms, in order to clarify each question to 

ensure that it was understood well and each manager 
would answer consistently. 
 
4.2. Data Analysis 

Once the questionnaires were returned, they were 
checked for consistency and went through a data 
validation process, based on some constraints 
determined in [6]. In fact, for each questionnaire, there 
are four aspects that would be extracted and computed: 

1. A set of seventeen COCOMO II's cost drivers. To 
deal with these seventeen cost drivers, we computed 
their multiplication. A sample of the cost drivers is 
shown in Table 5.  

2. A set of five exponential scale factors. To deal with 
these five scale factors, we computed their 
summation. A sample of these scale factors is 
shown in Table 6 (excluding the last row). 

3. Actual effort in Person Months (PM), which 
extracted for the person hours, as shown in Table 7. 

4. The size of the project. We collected the project size 
as a thousand lines of code (KLOC), which is the 
baseline size in COCOMO II. 

To predict the effort in PM, we applied equation 1 
which is the basic COCOMO II’s formula [6]. At the 
end of this analysis, we got the estimated effort for the 
generic COCOMO II as well as the actual effort for 
this project. To derive the new PMAT values, we 
computed ISF as shown in the next section. 
 
4.3. Ideal Scale Factor Analysis on PMAT  

Boehm [4] has described a method to normalize out 
contaminating effects of individual cost driver 
attributes in order to have a clearer picture of that cost 
driver’s contribution. Since we have relatively similar 
situation, i.e., we need to normalize out contaminating 
effects of a scale factor (in our case, PMAT) rather 
than a cost driver. Therefore, in our context, we 
defined that: 

For the given project P, compute the estimated 
development effort using the COCOMO II estimation 
procedure, with one exception: do not include the 
value for the Scale Factor Attribute (SFA) being 
analyzed. Call this estimate PM (P, SFA). Then the 
ideal scale factor, ISF (P, SFA), for this project/scale-
factor combination is defined as the value which, if 
used in COCOMO II, would make the estimated 
development effort for the project equal to its actual 
development effort PM (P, Actual). i.e., 
 
 
where 
•••• ISF (P, PMAT): the ideal scale factor on PMAT for 

project P. 
•••• PM (P, Actual): the actual development effort for 

the project P. 

         ISF (P, PMAT) = PM (P, Actual) / PM (P, PMAT)               (3) 
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•••• PM (P, PMAT): COCOMO II estimate excluding 
the PMAT scale factor. 

•••• PM: person-months. 
 
4.3.1. Steps for ISF-PMAT Analysis 

We performed the following steps to complete the ISF-
PMAT analysis on our datasets: 

1. Compute the PM (P, SFA), using the following 
formulas: 

 
 
 
• where A is a model constant, EM is a set of 

seventeen effort multipliers as shown in Table 1, 
and 

 
 
 
• where B is a model constant, and SF_But_PMAT 

refers to scale factors except PMAT, including 
PREC, FLEX, RESL, and TEAM. 

2. Compute the ISF (P, SFA) using equation 6. 
3. Group ISF (P, SFA) by the current CMM PMAT 

rating (i.e., VL, L, N, H, VH). 
4. Compute the mean value for each group as ISF-

PMAT value for that rating. 
This step involves the computation of the mean value 
of ISF-PMAT for each CMM rating level. 
 
4.4. Evaluation of the Prediction Accuracy 

The focus of this paper is on the degree to which the 
model’s estimated effort measured in Person-Month 
(PMes) matches the actual effort (PMact). If the model 
is perfect (this is rare) then for any project, PMes = 
PMact. A common criterion for the evaluation of cost 
estimation models is the Relative Error (RE) or the 
Magnitude of Relative Error (MRE), which are defined 
as: 

 
 

 

 
 
The RE and MRE values are calculated for each 
project whose effort is predicted. Another criterion that 
is commonly used is the percentage of predictions that 
fall within P % of the actual, denoted as PRED (P) 
[16], 
 
 
K is the number of projects where MRE is less than or 
equal to P, and N is the number of projects. According 
to [10], a standard method for assessing COCOMO 
performance is PRED (30). Therefore we used this 
criterion to assess the COCOMO II performance as 
compared to the proposed model (with new PMAT 
values). Table 5 through Table 10 show samples of the 

calculated data, which represent one project from our 
forty datasets. 

 
Table 5. COCOMO II Cost drivers with their effort multipliers. 

 

Cost Driver Value 

RELY 1.1 

DATA 1 

RUSE  1 

DOCU 1.23 

TIME 1.29 

STOR 1.05 

PVOL 0.87 

ACAP 0.71 

PCAP 0.88 

PCON 0.9 

APEX 0.81 

PLEX 0.85 

LTEX 0.84 

TOOL 0.78 

SITE 0.86 

SCED   1 

CPLX 1.34 

 
 

        Table 6. COCOMO II Scale factors and their values. 
 

Scale Factor Value 

PREC 3.72 
FLEX 1.01 
RESL 2.83 
TEAM 2.19 
PMAT 1.59 

New PMAT 1.03 

 
 

Table 7. The actual time, effort, size, estimated time, and the cost 
drivers multiplication.  
                             

 
 
 
 
 
 
 

 
            
             Table 8. Estimated effort in generic COCOMO II. 

 

 
 
 
 
 
 

      
      Table 9. ISF and Estimated effort without PMAT value. 

 

 
 
 
 
 
 

 
 
 

Description Value 

∑ Scale Factors, SF = 11.310 

Estimated Effort, PM = 168.02 

Magnitude Relative 
Error= 

0.17 

Description Value 

Actual Time ١٦U٥ 
Actual Effort 143.62 

Size (KSLOC) = ١١٠ 
Estimated Time, T = ١٧U٣ 

П Cost Drivers, EM = 0.466 

Description Value 

∑ Scale Factors-BUT-
PMAT 

9.75 

Estimated Effort, BUT-
PMAT 

156.14 

Ideal Scale Factor, ISF 0.92 

(4) 
 PM= A × SIZEE

 × Π ΕΜi 

 i=1 

17 

(5)  E= B + 0.01× ∑ SF_But_PMATj 
 j=1 

4 

    (6) RE= (PMes - PMact)/PMact 
 

  (7) MRE= │(PMes – PMact)│/ PMact 
 

(8) 
 

PRED (P) = K / N 
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        Table 10. Estimated effort with new PMAT values. 
 

 
 
 
 
 
 

 
 
 
After applying our methodology to the forty 

datasets, a new set of PMAT rating values under 
CMMI has been derived as in Table 11. 

 

Table 11. The new PMAT rating values. 
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Rating 
Levels 

Very 
Low 

Low Nominal High 
Very 
High 

Extra 
High 

New 
PMAT 
Values 

٧U٥ ٥٥U٣ ٧١U٢ ٨١U١ ٠٨U٠٣ 0.00 

 
In Figure 1, X axis represents the 8 projects used in 

CMMI level 4 organization in our study. Y axis 
represents the effort. Each project (in X axis) has three 
columns: the left one (black column) represents the 
actual effort, the middle one (white gray column) 
represents the generic COCOMO II effort estimation, 
and the right one (dark gray column) represents the 
effort estimation for the proposed COCOMO II model 
with new ISF-PMAT values. The figure demonstrates 
how the proposed model (with ISF-PMAT) has 
succeeded to give an estimated effort which is closer to 
the actual effort than generic COCOMO II estimations. 
This case is not absolute, i.e., in some little cases like 
in CMMI level 1 (lower and upper) and level 2 
datasets, the estimated efforts by the generic 
COCOMO II were relatively closer to the actual effort 
than the proposed model’s estimation. The reason 
being due to some data anomalies, especially for low 
levels companies that do not have good and precise 
documentations for their historical projects.  

As shown in Figure 1, there are slight consistent 
overestimations for most of the projects. According to 
[26], an effort estimation model can still be consistent 
if it uniformly misestimates (i.e., underestimates or 
overestimates) effort for a set of projects.  Since the 
proposed model presented here is uniformly 
overestimated the effort for most of the 8 projects, so it 
could still be a consistent model. 

The black dotted line in Figure 2 shows the current 
PMAT scale factor values used in COCOMO II. It 
shows that an increase in process maturity level 
corresponds with a reduction in project effort. The gray 
line shows the new PMAT values derived from the 

ISF-PMAT analysis using our forty datasets. The 
VERY LOW ratings for PMAT decreased slightly 
from 7.80 to 7.55, while the LOW ratings decreased 
from 6.24 to 5.71.  

 

Figure 1. Actual and estimated effort in both generic COCOMO II 
and  COCOMO II with ISF-PMAT. 

 
Since VERY LOW and low rating levels in 

COCOMO II’s PMAT are categorized under CMMI 
level 1, i.e., few number of Process Areas (PA) are 
assigned to this level, and success still depends on 
individual effort. Therefore, level 1 companies still 
need much effort to accomplish their projects, 
particularly for CMMI level 1 (lower half) companies 
that rely on “heroes” to do the jobs and do not show 
any compliance that would satisfy subsequent levels.  

Another observation is that NOMINAL and HIGH 
rating levels (CMMI levels 2 and 3) demonstrated a 
relatively obvious reduction in PMAT values, which 
appears as a deviation in the gray line in Figure 2. Our 
underlying explanation behind this reduction might be 
due to the major additions and refinements that have 
occurred at CMMI maturity levels 2 and 3. As an 
example, going from seven key process areas in SW-
CMM level 3, to 14 process areas in CMMI level 3 
(included additional goals and practices), and just two 
PAs were dropped. These additions and refinements in 
maturity levels 2 and 3 reflect their significance and 
definitely will reduce the effort required to develop the 
software systems in CMMI maturity levels 2 and 3 
organizations. 
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Figure 2. COCOMO II’s PMAT values vs. the ISF-PMAT values. 
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4.5. Model Accuracy with ISF Results 

After applying the derived ISF-PMAT values back to 
our forty datasets, improvement in the model’s 
accuracy has been realized. This improvement is 
shown in Table 12. 
 

Table 12. Accuracy analysis results of our study. 

PRED (30) 

CMMI 

Level Generic 

COCOMO II 

COCOMO II 

with New 

PMAT Values 

Improvement 

Level 1 
(Lower) 

63% 75% 12% 

Level 1 
(Upper) 

٦٣ %٥٠% 13% 

Level 2 38% 75% 37% 

Level 3 38% 88% 50% 

Level 4 50% ٨٨% 25% 

 
Table 12 shows that by applying the ISF-PMAT 

values into our forty datasets that had been collected 
from CMMI organizations, the accuracy level - PRED 
(30) - in all maturity levels increased by 12%, 13%, 
37%, 50%, and 25% respectively. As we mentioned 
and justified earlier, Table 12 shows that level 3 has 
the highest percentage of improvement, and the lowest 
percentage of improvement assigned to level 1 with its 
extensions, lower and upper halves. 
 
5. Conclusions and Future Work 

Accurate software development cost estimation is very 
important in the budgeting, project planning and 
effective control of project management. Different 
software cost estimation models have different inputs. 
One of the most important inputs to software cost 
estimation models (including COCOMO) is process 
maturity, PMAT. According to our study, it shows that 
the current values for the COCOMO II PMAT scale 
factor do not adequately reflect the impact of CMMI-
based process maturity on development effort. 
Therefore, by using the ISF method and with the aid of 
our forty datasets, we have derived new PMAT values 
that better reflect the impact of CMMI based process 
maturity on software development effort. The new 
values resulted an improvement in COCOMO II model 
accuracies in terms of PRED (30) by 12% for CMMI 
level one (lower half), 13% for CMMI level one (upper 
half), 37% for CMMI level two, 50% for CMMI level 
three, and 25% for CMMI level four organizations. 

A number of opportunities exist for future work in 
the area of CMMI-based process maturity using 
COCOMO II. Firstly, the amount of datasets allocated 
to each CMMI maturity level could be expanded to get 
a clearer picture of the impact of CMMI-based process 
maturity on software development effort. Secondly, 
locally calibrating the proposed model parameters to a 
particular organization, this requires collecting data 
from more than 10 projects belonging to the same 

organization. Finally, unlike SW-CMM, CMMI has 
two different representations; staged and continuous. 
Most IT organizations are adopting the Staged 
representation which is structurally different from the 
Continuous one. This study focused on the 
organizations that are adopting staged representation. 
Therefore, we recommend collecting data from CMMI 
organizations that are adopting CMMI’s continuous 
representation in order to derive new PMAT rating 
values from continuous representation perspective. 
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