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Abstract: Leukaemia is a cancer of blood that causes more death than any other cancers among children and young adults 

under the age of 20. This disease can be cured if it is detected and treated at the early stage. Based on this argument, the 

requirement for fast analysis of blood cells for leukaemia is of paramount importance in the healthcare industry. This paper 

presents the classification of White Blood Cells (WBC) inside the Acute Lymphoblastic Leukaemia (ALL) and Acute 

Myelogenous Leukaemia blood samples by using the Multilayer Perceptron (MLP) and Simplified Fuzzy ARTMAP (SFAM) 

neural networks. Here, the WBC will be classified as lymphoblast, myeloblast and normal cell for the purpose of 

categorization of acute leukaemia types. Two different training algorithms namely Levenberg-Marquardt and Bayesian 

Regulation algorithms have been employed to train the MLP network. There are a total of 42 input features that consist of the 

size, shape and colour based features, have been extracted from the segmented WBCs, and used as the neural network inputs 

for the classification process. The classification results indicating that all networks have produced good classification 

performance for the overall proposed features. However, the MLP network trained by Bayesian Regulation algorithm has 

produced the best classification performance with testing accuracy of 95.70% for the overall proposed features. Thus, the 

results significantly demonstrate the suitability of the proposed features and classification using MLP and SFAM networks for 

classifying the acute leukaemia cells in blood sample.  

 

Keywords: Acute leukaemia cells, feature extraction, classification, multilayer perceptron neural network, simplified 

fuzzy ARTMAP neural network. 

 

Received September 19, 2011; accepted December 30, 2011; published online August 5, 2012 
 

 

1. Introduction 

Cancer is one of the major health problems in Malaysia. 

Cancer constitutes 10.3% of medically certified deaths, 

which is the fourth leading cause of death after disease 

of the circulatory system, accidents and disease of the 

respiratory system [12]. There are over 100 different 

types of cancer and one of them is leukaemia. 

Leukaemia is a cancer of the marrow and blood. In 

leukaemia, the bone marrow produces a large number 

of abnormal white blood cells. These cells are 

immature and they do not function properly [8]. 

Without treatment, leukaemia can be a deadly disease. 

In Malaysia, leukaemia was reported to be the 5
th
 out of 

10 most frequent cancers in male and female between 

2003 until 2005 [13]. In addition, leukaemia causes 

more death than any other cancers among children and 

young adults under the age of 20 [13]. Based on these 

arguments, the requirement for fast analysis of blood 

cells for leukaemia is of paramount importance in the 

healthcare industry. 

Leukaemia can be cured if it is detected and treated 

at the early stage. In general, doctors often detect 

leukaemia by performing the complete blood count 

process [18]. If there are abnormalities in this count, a 

study of morphological bone marrow smear is done to 

confirm the present of leukaemia cells [20]. The 

confirmation for the types of acute leukaemia required 

the observation of WBC. Specific morphological 

features will be observed in order to classify the acute 

leukaemia as either Acute Lymphoblastic Leukaemia 

(ALL) or Acute Myelogenous Leukaemia (AML). 

During this observation, there are three types of WBC 

that need to be considered, namely the lymphoblast, 

myeloblast and normal WBC [10]. Both lymphoblast 

and myeloblast are the abnormal WBCs. The presence 

of lymphoblast in the blood sample will relate to the 

type of ALL. On the other hand, the presence of the 

myeloblast in the blood sample will relate to the type 

of AML. Currently, the microscopic investigation is 

performed manually by haematologists through visual 

identification under the light microscope. This 

classification is very important in order to provide the 

best treatment. However, the manual recognition 

method has an error rate between 30% and 40% 

depending on the haematologists experience and 

difficulties to distinguish the types of leukaemia [20]. 

Artificial Neural Network (ANN) is a promising 

alternative utilized exclusively for complex data 
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analysis. The field of ANN was born in order to 

overcome the limitation of the ability of computer to 

perform certain tasks. ANN has been applied for 

solving problems such as speech recognition [21] and 

diagnosis of several types of cancer such as breast 

cancer [2, 6], cervical cancer [15] and blood disorder 

[1]. A number of useful researches on analyzing and 

classifying the blood cells using neural network have 

been carried out. For instance, Ongun et al. [17] 

proposed a fully automated classification of blood and 

bone marrow smears using various approaches 

including neural network based classifiers and Support 

Vector Machine (SVM), presented together with the 

features used in the classification. In order to conduct 

an automated counting of blood cells, the combination 

between segmentation, feature extraction and 

classification are needed. The segmentation process 

was done by morphological pre-processing followed by 

the snake-balloon algorithm. Several types of features 

based on intensity, colour, shape and texture have been 

used to robustly represent the object. In classification, 

SVM produced the best performance with 91.03% 

accuracy as compared to Multilayer Perceptron (MLP) 

network trained using Conjugate Gradient Descent, 

Linear Vector Quantization (LVQ) and k-Nearest 

Neighbor classifier which produced 89.74%, 83.33% 

and 80.76% of accuracy, respectively. 

    Toure and Basu [24] applied the MLP network 

trained by Back Propagation (BP) algorithm to predict 

the types of leukaemia either ALL or AML and the 

results gave 58% accuracy on test data. Hsieh et  al. [9] 

proposed a leukaemia cancer model that utilizes 

Information Gain based on SVM technique and 

enhancement to evaluate and interpret the classification 

of two types of leukaemia which are ALL and AML. 

Here, the Information Gain technique has been used for 

feature selection. Given entropy, E to calculate the 

correlation in a training dataset, it has been used for 

estimating the usefulness of a feature while classifying 

the training data. The experimental results indicated 

that the SVM model has produced the highest result for 

classification of leukaemia cancer with accuracy of 

98.10%. Due to the requirement for analysis of blood 

cells for leukaemia, the current study proposes to apply 

the artificial neural network for classification the 

individual WBC. In order to differentiate with other 

previous approaches, the current study will utilize the 

potential use of MLP and SFAM networks for 

classifying the individual WBC as lymphoblast, 

myeloblast and normal cell based on the extracted 

features from both ALL and AML blood samples. 

 

2. Methodology 

In order to perform the classification of acute 

leukaemia cells, the actions to be taken will include 4 

main steps, starting with the image acquisition, image 

segmentation, feature extraction and end with the 

classification using artificial neural network at the 

final step. In this research, there are a total of 500 

images (200 ALL and 300 AML) were captured from 

acute leukaemia blood samples by using the Leica 

microscope and captured at 40X magnification. 

Further details for image segmentation, feature 

extraction and classification of acute leukaemia cells 

using artificial neural network are discussed in the 

following section. 

 

3. Image Segmentation 

A typical blood sample consists of three main regions: 

white blood cells or blast (abnormal WBC), Red 

Blood Cells (RBC) and background areas. Nucleus 

and cytoplasm regions form a fully WBC and contain 

important information to be observed by 

haematologists. However, the RBC and background 

regions contain no information and can be eliminated 

from the image. To utilise the colour contents in an 

image, the colour image segmentation for WBC is 

performed based on the HSI (Hue, Saturation, 

Intensity) colour space. Here, the features have been 

extracted based on the fully segmented WBC and 

nucleus that have been obtained by applying the 

combination of contrast enhancement technique and 

colour image segmentation based on HSI colour 

space, and the procedures can be referred in [22]. 

Figure 1-a and b represent the original images for 

ALL and AML, respectively. Meanwhile, Figures 2 

and 3 represent the resultant segmented WBC and 

nucleus, respectively. Based on Figure 1-a and b, the 

black, blue and red arrows indicate the appearance of 

lymphoblast, myeloblast and lymphocytes (normal 

WBC), respectively. 
 

  
a) ALL image. b) AML image. 

Figure 1. Original images. 
 

  
a) ALL image b) AML image 

Figure 2. Resultant images of segmented WBC. 
 

  
a) ALL image b) AML image 

Figure 3. Resultant images of segmented nucleus. 
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4. Feature Extraction of Size, Shape and 

Colour Based Features 

After the segmented WBC and nucleus have been 

obtained, the next step is to perform the feature 

extraction. The extracted features will provide useful 

information for classification of WBC into 

lymphoblast, myeloblast and normal cell. Here, the 

features can be classified into three main types:  

• Size Based Features: Area of fully segmented WBC, 

nucleus and cytoplasm; ratio of area between 

Nucleus and Cytoplasm (N/C); and perimeter of 

fully segmented WBC and nucleus. 

• Shape Based Features: Roundness, compactness, 

central moment and affine invariant moment of 

nucleus. 

• Colour Based Features: Mean and standard 

deviation of intensity and RGB colour space for 

nucleus and cytoplasm.  

The area are described based on equation 1 and can be 

obtained by performing the Seeded Region Growing 

Area Extraction (SRGAE) algorithm [7] on the 

segmented WBC and nucleus. Here, (x,y) is defined as 

the image pixel location, while f(x,y) is the 

corresponding image pixel value. 

X Y

x 1 y 1

Area, A f ( x , y )
= =

=∑ ∑            (1) 

In general, haematologists will classify the WBC by 

examining the shape of the cells and nucleus. In order 

to reflect the information of shape in feature vector, 

several measures such as roundness, compactness and 

moment have been used to represent the shape 

information. The roundness and compactness [3] are 

described based on equations 2 and 3, respectively. 

2

Roundness
(Perimeter)

4 * Areaπ
=                  (2) 

                              
2

Compactness
(Perimeter)

Area
=                      (3) 

Moment is a sequence of numbers used for 

characterizing the shape of an object. Here, the position 

of centroid (xc, yc) is used to determine the central 

moment by identifying the position of the object [5]. 

The position of xc and yc can be obtained based on 

equation 4. 

( )
X Y X Y

c c

x 1 y 1 x 1 y 1

x x  f x , y  and  y y f ( x , y )
1 1

A A= = = =

= =∑ ∑ ∑ ∑   (4) 

Since the object is balanced at the centroid, the first 

order central moment is zero. Meanwhile, the 2
nd
 till 5

th
 

order central moment can be obtained by using the 

equation 5 [5]. Here, the sum of power (p+q) is the 

order of the moment. 

   p q

pq c

X

x 1 y

c

Y

1

p   0 ,  q   0   ( x x ) ( y y ) f ( x , y )µ
= =

≥ ≥= − −∑ ∑     (5) 

The first and second affine invariant moments are 

defined in equations 7 and 8, respectively [24]. 
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Since colour is an important feature that human 

perceives while observing the WBC, identification of 

blood cells based on colour has been proposed.  Here, 

the colour features are derived from the red, green, 

blue and intensity components. There are a total of 12 

colour features that have been extracted from the 

nucleus and cytoplasm of the WBC. In order to 

perform the colour based feature extraction, the 

equation for both mean and standard deviation of 

colour can be referred in [5]. 

 

5. Artificial Neural Network 

5.1 Multilayer Perceptron Neural Network 

The Multilayer Perceptron neural network is a feed 

forward neural network with one or more hidden 

layers. Cybenko and Funahashi have proven that the 

MLP network with one hidden layer has the capability 

to approximate any continuous function up to certain 

accuracy. The classification performance of the MLP 

network will highly depend on the structure of the 

network and training algorithm. Here, two different 

training algorithms namely Levenberg-Marquardt 

(LM) and Bayesian Regulation (BR) have been used 

in order to determine the applicability of the MLP 

network. The main architecture of MLP network is 

illustrated in Figure 4.  

 

 
Figure 4. A Multilayer Perceptron neural network. 

 

5.1.1. The Levenberg-Marquardt Algorithm 

The Levenberg-Marquardt algorithm is used to train 

the MLP network because it has been proven that the 

LM algorithm has much better learning rate and can 

keep the relative stability compare to the famous Back 

Propagation (BP) algorithm [11]. LM algorithm is an 

(8) 
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approximation of Gauss-Newton algorithm, which 

generally provides much faster learning rate than the 

BP algorithm that is based on steepest descent 

algorithm [11]. The LM modification to the Gauss-

Newton algorithm is shown as below: 

        T 1 Tx [ J ( x )J ( x ) I ] J ( x )e( x )∆ µ −= +           (9)  

Based on equation 9, µ is the Marquardt adjustment 

parameter and I is an identity matrix. When µ is small, 

the LM algorithm approximates the Gauss-Newton 

algorithm. Since the Gauss-Newton algorithm 

converges faster and more accurate near an error 

minimum, so the goal is to shift towards the Gauss-

Newton algorithm as quickly as possible. Thus, the 

value of µ is decreased after each step unless the 

change in error is positive. On the other hand, when µ 

is large, the LM algorithm will approximate the 

steepest descent algorithm [11]. 

 

5.1.2. The Bayesian Regulation Algorithm 

The Bayesian Regulation algorithm can be recognized 

as a smoothen version of the Levenberg-Marquardt 

algorithm. It is a training algorithm that updates the 

weight and bias values according to the Levenberg-

Marquardt optimization. Here, the BR algorithm is 

applied for optimizing the generalization quality of 

network training by minimizing a combination of 

squared errors and weights [4]. By the virtue of its 

generalization quality, it should be less prone to 

overfitting the input data, given from the same 

architecture or set of inputs. The basic weight 

adjustment step of BR iteration is [23]: 

        T 1 T

k 1 kx x [ J J I ] J eµ −

+ = − +          (10) 

Based on equation 10, J is the Jacobian matrix that 

contains first derivatives of the network errors with 

respect to the weight and bias values, µ is the 

Marquardt adjustment parameter and e is a vector of 

network errors. The performance function in BR 

algorithm involves modifying the mean square error, 

mse to improve the generalization capability of the 

network.  

n
2

i

i 1

e
1

mse
n =

= ∑           (11) 

n
2

j

j 1

w
1

msw
n =

= ∑                       (12) 

The function in equation 11 is expanded with the 

addition of the mean square weights, msw. Thus the 

mean square error for the BR algorithm becomes [23]: 

    mse mse( ) msw ( )
br

β α= +                 (13) 

where, α and β are the parameters which are to be 

optimized in Bayesian framework of Mackay [14]. The 

advantage of using the BR algorithm is to overcome the 

overfitting problems by taking into account the 

goodness-of-fit as well as the network architecture [4]. 

5.2. Simplified Fuzzy ARTMAP Neural  

       Network 

Simplified Fuzzy ARTMAP neural network is a fast, 

incremental, supervised learning system for analog 

inputs. In 1993, Kasuba proposed the SFAM network 

which is a simplification of Fuzzy ARTMAP [25]. 

The network is a step ahead of Fuzzy ARTMAP in 

reducing the computational and architectural 

redundancy of Fuzzy ARTMAP [25]. Thus, the 

current study will utilize the potential use of SFAM 

network for the classification process. The SFAM 

network has a simplified architecture when compared 

to the original Fuzzy ARTMAP [19]. The main 

architectures of SFAM network for classification of 

three categories or classes (C1, C2 and C3) are 

illustrated by the diagrams in Figure 5 [19, 25]. 

The network contains two layers, input and output. 

During learning, input data are presented to the SFAM 

network together with their respective categories to 

learn. The raw inputs flow through a complement 

coder, which involves normalization and 

complementation of the input. The expanded input 

vector, x is then passes to the input layer. During the 

initial state of SFAM network, there is no node 

represented in the output layer until the network has 

its first opportunity to learn a pattern. Once an input 

pattern is presented, an output node is formed to 

represent it. Weights, w from each node of the output 

layer reach down to sample the input layer. 

 

 
Figure 5. A SFAM network after a number of learning steps. 

 

During the learning phase, these weights form the 

associations between the input patterns and their 

associated category based on a number of adaptation 

steps. The category layer is an area that holds the 

categories or classes that the network has to learn. If a 

node in the output layer does not match with the 

teaching category described in the category layer, a re-

set signal is generated at the output layer, forcing the 

input to be re-classified into an appropriate node in the 

output layer. If the expected output node does not 

exist, a new output node is created to classify the input 

as shown in Figure 5. The fast learning capability of 

SFAM network involves two main processing stages 

namely the input preparation and output node 

activation [19]. 
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5.3. Methodology for Classification of White  

       Blood Cells 

There are several analyses that will be conducted 

during the classification of WBC in order to compare 

the classification performance between MLP and 

SFAM networks. The analyses to be conducted are: 

• Analysis of classification performance based on the 

size, shape and colour based features for MLP and 

SFAM networks. 

• Analysis of optimum numbers of training epoch and 

hidden node for MLP network. 

• Analysis of optimum numbers of training epoch and 

vigilance parameter for SFAM network. 

The number of input node, I depends directly to the 

number of input features to be placed. The inputs will 

be normalized within the range of 0 and 1 to avoid 

features dominating during the training phase. For MLP 

network, the output nodes for the three categories will 

be set as lymphoblast (00), myeloblast (01) and normal 

cell (10). Meanwhile, in SFAM network, the three 

category nodes will be set as lymphoblast (0), 

myeloblast (1) and normal cell (2). Here, there are a 

total of 1683 WBC that have been segmented from 500 

acute leukaemia images. 1009 cells are used for 

training, while the remaining of 674 cells are used for 

testing. 42 input features have been extracted from the 

fully segmented WBC and nucleus and will be fed as 

inputs to both MLP and SFAM networks. The total 

number of input features are 42 because certain features 

such as the 2
nd
, 3

rd
, 4

th
 and 5th order central moment 

consists of 3, 4, 5 and 6 input features, respectively. 

 

6. Results and Discussion 

The white blood cells have been classified as 

lymphoblast, myeloblast and normal cell by using two 

classifiers namely Multilayer Perceptron and Simplified 

Fuzzy ARTMAP neural networks. For each category of 

analysis, the result and discussion will start with the 

analysis using MLP network trained by LM algorithm 

(MLP_LM), followed by MLP network trained by BR 

algorithm (MLP_BR) and end with the analysis using 

SFAM network. The first category of classification is 

the classification of WBC based on size, shape and 

colour based features using the MLP and SFAM 

networks. Here, there are a total numbers of 6, 24 and 

12 input features that have been extracted which 

represent the size, shape and colour based features of 

the WBC, respectively. 

For the classification using MLP_LM and MLP_BR 

networks, the structure of the network is set to I:H:2 

(input node: hidden node: output node). The selected 

training parameters are training algorithm=Levenberg-

Marquardt (trainlm) and Bayesian Regulation (trainbr), 

number of training epochs=150 and goal=0.001. For the 

classification using SFAM network, the structure of the 

network is set to I:O:3 (input node: output node: 

category). The selected training parameter is vigilance 

parameter=0.75. Tables 1, 2 and 3 represent the results 

for the classification performance based on size, shape 

and colour based features using MLP_LM, MLP_BR 

and SFAM networks, respectively. Based on Tables 1, 

2 and 3, the results show that the classifications of 

WBC using both MLP and SFAM networks have 

given promising results with testing accuracy more 

than 80% for the three categories of features. 
 

Table 1. Classification performance using size, shape and colour 

based features for MLP_LM network. 
 

Analysis 
Features 

Size Shape Colour 

Number of inputs 6 24 12 

Number of hidden nodes 6 10 4 

Number of training epochs 150 150 150 

Training accuracy (%) 92.47 88.90 95.94 

Testing accuracy (%) 92.14 86.20 92.28 

Overall accuracy (%) 92.34 87.82 94.47 

 

Table 2. Classification performance using size, shape and colour 

based features for MLP_BR network. 
 

Analysis 
Features 

Size Shape Colour 

Number of inputs 6 24 12 

Number of hidden nodes 4 7 4 

Number of training epochs 150 150 150 

Training accuracy (%) 92.17 88.40 94.75 

Testing accuracy (%) 92.14 87.69 92.43 

Overall accuracy (%) 92.16 88.12 93.82 

 

Table 3. Classification performance using size, shape and colour 

based features for SFAM network. 
 

Analysis 
Features 

Size Shape Colour 

Number of inputs 6 24 12 

Number of training epochs 2 4 3 

Vigilance parameter 0.75 0.75 0.75 

Training accuracy (%) 98.81 99.41 100.00 

Testing accuracy (%) 87.24 80.71 86.80 

Overall accuracy (%) 94.18 91.91 94.71 

 

Based on the results in Table 1, it is discovered that 

the colour based feature produces the highest testing 

accuracy with 92.28%. This is followed by the size 

and shape based features with testing accuracy of 

92.14% and 86.20%, respectively. Based on the results 

in Table 2, the colour based feature is still producing 

the highest testing accuracy with 92.43%. This is 

followed by the size and shape based features with 

testing accuracy of 92.14% and 87.69%, respectively. 

For the classification using SFAM network, it is 

discovered that the size based feature produces the 

highest testing accuracy with 87.24%. This is followed 

by the colour and shape based features with testing 

accuracy of 86.80% and 80.71%, respectively. Based 

on the resultant testing accuracy from these three 

tables, it is discovered that both size and colour based 

features are capable of providing the similar 

classification performance with high testing accuracy. 

Meanwhile, the shape based feature has provided the 

lowest classification performance compared to the size 

and colour based features. 
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Next is the classification of WBC based on the 

overall proposed features using the MLP and SFAM 

networks. In order to obtain the classification 

performance for MLP network, the actions that have 

been taken consist of 2 main steps namely analysis of 

number of training epochs and analysis of number of 

hidden nodes. Here, the optimum number of training 

epochs and hidden nodes are obtained when the MLP 

network achieved the highest classification 

performance. The analysis started by finding the 

number of training epochs that can provide the best 

testing accuracy. For this purpose, the structure of MLP 

network is set to 42:10:2. Figure 6-a and b show the 

classification performance for number of training 

epochs for MLP_LM and MLP_BR networks, 

respectively. 
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b) MLP_BR networks. 

Figure 6. Testing accuracy versus training epoch for classification 

between lymphoblast, myeloblast and normal WBC, respectively. 

 

Based on the results in Figure 6-a and b, the best 

classification performance is obtained at 80 and 100 

training epochs with testing accuracy of 94.81% and 

95.70%, respectively. Then, the 80 and 100 training 

epochs are used in order to find the number of hidden 

nodes that can provide the best testing accuracy. It is 

necessary to determine the optimum number of hidden 

nodes in order to avoid the problems of underfitting or 

overfitting. Figure 7-a and b show the classification 

performance for number of hidden nodes for MLP_LM 

and MLP_BR networks, respectively. 

    Based on the results in Figure 8-a, the best 

classification performance is obtained at 7 hidden 

nodes with testing accuracy of 95.55%. Thus, the 

MLP_LM network produces the best classification 

performance of 95.55% at 80 training epochs and 7 

hidden nodes. Based on the results in Figure 7-b, the 

best classification performance is obtained at 6 hidden 

nodes with testing accuracy of 95.70%. The results 

also show that the testing accuracy above than 90% 

have been achieved when applying the hidden nodes 

within 2 and 50 with regular repetition of 100 training 

epochs. Thus, the MLP_BR network produces the best 

classification performance of 95.70% at 100 training 

epochs and 6 hidden nodes. 
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Figure 7. Testing accuracy versus hidden node for classification 

between lymphoblast, myeloblast and normal WBC, respectively. 
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Vigilance Parameter 

b) Testing accuracy versus vigilance parameter for classification between 

lymphoblast. 

Figure 8. myeloblast and normal WBC using SFAM network. 

 

The third classification for overall features that has 

been conducted is the classification using SFAM 

network. For SFAM network, there are two 

parameters that need to be considered namely the 

number of training epochs and the value of vigilance 
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parameter. The analysis started by finding the number 

of training epochs that can provide the best testing 

accuracy. For this purpose, the structure of SFAM 

network is set to 42:O:3. The parameter for training that 

has been set is vigilance parameter=0.75. Figure 8-a 

and b show the classification performance for number 

of training epochs and different values of vigilance 

parameter using SFAM network. 

    Based on the results in Figure 8-a, the best 

classification performance is obtained at 2 training 

epochs with testing accuracy of 88.72%. However, the 

training accuracy at 3 training epochs is higher 

compared to the training accuracy at 2 training epochs. 

Thus, the 3 training epochs is used in order to find 

optimum value of vigilance parameter that can provide 

the best testing accuracy. Figure 8-b represents the 

results of analysis of different values of vigilance 

parameter for classification performance using SFAM 

network. Here, the best classification performance is 

obtained when the vigilance parameter is set to 0.65 

with testing accuracy of 92.43%. Thus, the SFAM 

network produces the best classification performance of 

92.43% at 3 training epochs and 0.65 vigilance 

parameter. The classification performances based on 

overall proposed features for MLP network trained 

using LM and BR algorithms and SFAM network for 

the classification of lymphoblast, myeloblast and 

normal WBC are summarized in Table 4. 
 

Table 4. The performance comparison between MLP and SFAM 

network for classification of lymphoblast, myeloblast and normal 

WBC. 
 

Analysis Multilayer Perceptron 

Simplified 

Fuzzy 

ARTMAP 

Training algorithm 
Levenberg-

Marquardt 

Bayesian 

Regulation 
- 

Number of inputs 42 42 42 

Number of hidden nodes 7 6 - 

Number of training epochs 80 100 3 

Vigilance parameter - - 0.65 

Training accuracy (%) 98.91 98.12 99.90 

Testing accuracy (%) 95.55 95.70 92.43 

Overall accuracy (%) 97.56 97.15 96.91 

 

Based on the results in Table 4, both MLP and 

SFAM networks provide good classification 

performance. The MLP network trained by BR 

algorithm has proved to be the best with testing 

accuracy of 95.70%. This is followed by MLP network 

trained by LM algorithm on the second place with 

testing accuracy of 95.55% and SFAM network on the 

third place with testing accuracy of 92.43%. In order to 

achieve the optimal classification performance, the 

number of hidden nodes required for MLP_LM and 

MLP_BR networks are 7 and 6, while the numbers of 

training epochs are 80 and 100, respectively. Here, the 

MLP_BR network required less number of hidden 

nodes to provide a better generalization property. Thus, 

the BR algorithm has again proved to be the best 

training algorithm with high testing accuracy and 

required only 6 hidden nodes in order to achieve the 

optimal classification performance. 

The results also show that the SFAM network has 

obtained the optimal classification performance of 

92.43% at 3 training epochs and 0.65 vigilance 

parameter. However, the classification results 

produced by SFAM network are not as higher as the 

MLP network. Even though the classification 

performance produced is less than the MLP network, 

the SFAM network required only 3 training epochs in 

order to achieve the optimal classification 

performance. Thus, the SFAM network has an 

advantage in producing high rate of convergence with 

less number of training epochs. 

The researches in neural network implementation 

for analysis of blood cells for leukaemia have been 

done by several researchers. Table 5 reports the 

classification results provided by the current study and 

also several previous approaches for analysis of blood 

cells for leukaemia. 

 
Table 5. The performance comparison between various classifiers 

for analysis of blood cells for leukaemia. 
 

Reference Classifier 
Performance 

Accuracy 

The proposed method 

MLP_BR 

MLP_LM 

SFAM 

95.70% 

95.55% 

92.43% 

Ongun et al. [17] 

SVM 

MLP_CGD 

LVQ 

KNN 

91.03% 

89.74% 

83.33% 

80.76% 

Toure and Basu [24] MLP_BP 58.00% 

Hsieh et  al. [9] SVM 98.10%. 

Mohapatra and Patra [16] SVM 95.00% 

 

Based on the results in Table 5, it seems that the 

results provided by the current study using MLP_LM, 

MLP_BR and SFAM networks with testing accuracy 

of 95.55%, 95.70% and 92.43%, respectively are 

higher compare to the results provided by Ongun et al. 

[17], Toure and Basu [24], and Mohapatra and Patra 

[16]. Overall, by using the 42 input features, the MLP 

network trained by BR algorithm has proven to be 

better with a higher testing accuracy and required less 

number of hidden nodes in order to achieve the 

optimal performance.  

 

7. Conclusions 

The MLP network trained by LM and BR algorithms 

as well as the SFAM network have been used to 

classify the WBC into three categories namely 

lymphoblast, myeloblast and normal cell. Here, there 

are a total of 42 input features that represent the size, 

shape and colour based features have been extracted 

from a fully segmented WBC and nucleus, and be fed 

as inputs to the neural network. The results show that 

the proposed size, shape and colour based features 

have the capability to classify the WBC with good 

classification performance. In addition, both MLP and 

SFAM networks give good classification performance 
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with testing accuracy of above 90% by using the 

overall features. However, the MLP network trained by 

BR algorithm has proven to be the best with 

classification performance of 95.70% by using the 

overall 42 input features. Thus, the result significantly 

demonstrates the suitability of the proposed features 

and classification using MLP and SFAM networks for 

classification of acute leukaemia cells in blood sample. 
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