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Abstract: Word prediction is an important NLP problem in which we want to predict the correct word in a given
Word completion utilities, predictive text entry systems, writing aids, and language translation are some of common word 
prediction applications. This paper presents a new word prediction approach based on context features and machine learning.  
The proposed method casts the problem as a learning-classification task by training word predictors with highly 
discriminating features selected by various feature selection techniques. The contribution of this work lies in the new way of 
presenting this problem, and the unique combination of a top performer in machine learning, svm, with various feature 
selection techniques MI, X2, and more.  The method is implemented and evaluated using several datasets. The experimental 
results show clearly that the method is effective in predicting the correct words by utilizing small contexts. The system 
achieved impressive results, compared with similar work; the accuracy in some experiments approaches 91% correct 
predictions.
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1. Introduction
Word Prediction (WP) is an important Natural 
Language Processing (NLP) task in which we want to 
predict (determine) the correct word in a given context. 
Word prediction task can be employed in many 
applications, for example, predictive text entry 
systems, word completion utilities, and writing aids [9, 
13]. Statistical and similarity based approaches have 
done quite well in tackling this problem just like other 
similar problems such as word sense disambiguation
[4, 12, 21, 22, 23]. A common approach to handle such 
disambiguation-like problems is to train and apply 
word bigram or n-gram models. 

This paper presents an effective method for word 
prediction using machine learning and new feature 
extraction and selection techniques.  We use feature 
selection techniques adapted from Mutual Information
(MI) and Chi-square (X2). These feature extraction and 
selection techniques, MI and X2, have been used
successfully in Information Retrieval (IR) and Text 
Categorization (TC) [10, 11, 26]. Thus, the WP
problem here is casted as a word classification task in 
which multiple candidate words are classified to 
determine the most correct one in the given context. 
For example, in this word prediction instance: 

[wn … w3 w2 w1 -?- ]

we wish to predict and determine the word that follows 
the sequence … w3 w2 w1 (i. e., the word in place of the 
“-?-”).

The proposed method has a unique way of learning 
the representations of words in a given corpus:

1. For a given occurrence of a word 
representation of w involves recording the 
occurrence of certain word features extracted from 
the training corpus using new feature extraction 
techniques adapted from MI and 

2. The encoding of (1) is used in the training phase to 
train word classifiers using the 

3. The word classifiers of (2) are then employed by 
word predictors in a new way to determine the 
correct word given its context. 
of this method is that it performs WP by utilizing 
very small contexts (only preceding three words).

The method has been implemented and evaluated 
extensively; the experiments and results are reported in 
this paper. The results clearly demonstrate that the 
method is effective in predicting correct words by 
utilizing very small contexts. The system achieved 
accuracy approaching 91% in some experiments, and 
outperforming most of the published methods on this 
task.

The rest of the paper is organized as follows. 
Section 2 presents a brief overview of the related work. 
The proposed methods including feature selection, 
learning, and prediction are explained in 
Section 4 describes the baseline method. The 
evaluation process and experimental results are 
discussed in section 5. Finally, s
conclusion.
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2. Related Work
A number of methods and systems have been proposed 
for word prediction in the past few decades. These 
methods can be classified as statistical methods that are 
based on statistical (and probabilistic) language 
models; and syntactic methods in which syntactic 
information is extracted and exploited in word 
prediction task.  In [9], Fazly presents a comprehensive 
review of prior related work in word prediction. Fazly 
also presents a collection of experiments on word 
prediction applied to word completion utilities. The 
implemented and evaluated algorithms [9] were based 
on word unigrams and bigrams, and based on syntactic 
features like POS tags in the syntactic predictors, and 
combination. The training and testing are done on texts 
taken from British National Corpus (BNC). Roughly 
speaking, tags-and-words predictors achieved the best 
overall performance with hit rate approaching 37%, 
and keystroke savings around 53% —hit rate is 
defined to be the percentage of the times that the 
correct word appears in the prediction list.  Among the 
other related interesting work is the approach presented 
in [7]. That approach attempts to learn the contexts in 
which a word tends to appear, using expressive and
rich set of features. The features are introduced in a 
language as information sources. It also attempts to 
augment local context information by global sentence 
information. The evaluation of the method in this paper 
is very similar to that presented in [7].

One of the related problems to word prediction is 
the context-sensitive spelling error correction, or 
malapropisms [2, 14].  In this problem, the misspelled 
variant of the original word is a correct word and 
belongs to the language [2, 14, 15]. For example, the 
misspelling of the word quite as quiet is a context-
sensitive spelling error. Since quiet is a valid word in 
English, the traditional spell-checkers will not discover 
this spelling error. Thus, the function of the context-
sensitive spelling correction is to choose, for an 
instance for a word in text (e. g., quite), its correct 
spelling from its confusion set (e. g., quite, quiet).  It is 
worth mentioning at this point that word prediction can 
be harder than context-sensitive spelling problem such 
that, in the latter problem the size of the given context 
is double the size of the given context in word 
prediction. That is, in word prediction, only the 
preceding words are available as context to the 
prediction task, whereas in the context-sensitive 
spelling correction task, the words before and after the 
target word are available as a context. Of course the 
context of prediction or classification task is critically 
an important resource for such a task. 

3. The Proposed Method
The proposed method is based on representing each 
word as a feature vector, then using machine learning 

to train word classifiers during the training phase. The 
word classifiers are then employed, in the perdition 
phase, to determine from a confusion set the correct 
word in a given context. Thus, the task is casted as a 
word classification task. For example, let the confusion 
set be {weak, week} then when a user types the letter 
‘w’ the word prediction task triggers and tries to 
determine whether the user wants to type ‘
‘week’.

In a given context (e. g., [wn, …
want to predict the word wx, such that the context of the 
word to be predicted (e. g., {w
given along with the confusion set. The confusion set 
is the set of the alternative (cand
context, e. g., {wx, wy}. We want to determine/predict 
which of the two candidate words {
in this context.  In word completion utilities, the word 
prediction task can start after typing the first letter of 
the target word, so that, the prediction task can be 
limited to alternative words that start with that entered 
letter.  In this research, we follow the majority of 
researchers and assume that the confusion sets are 
predetermined [7, 8, 14, 15]. Each confusion set 
contains two or more of the mostly confused words in 
the language.  For example, MS Word [19] utilizes a 
list of confusion sets, called 
words, for grammar checking. Such a list, shown in 
Table 1, can be used as a basis for a 

Table 1. A part from the commonly confused words list of MS 
Word.

Commonly Confused Words

Abut-About, Adept-Adapt, Adepts-Adopts, Ads
Aid-Aide, Ail-Ale, Alters-Altars, Assess-Asses, Augur
Bear, Beet-Beat, Bettor-Better, Border-
Bridal-Bridle, Broach-Brooch, …

…
 …

Theirs-Their's, Tide-Tied, Undo-Undue, Upwards
Vein-Vain, Who's-Whose, Wile-While, Wither
Yolk-Yoke, You're-Your

Examples of confusion sets used in this research 
include: {quite-quiet, peace-piece, passed
begin, than-then, raise-rise, site-sight
we can summarize the problem, as follow

 Let c = {w1, w2, …, wn} be the context of the 
prediction task.

 where n is an integer number
size of context window (in this research we tested for n 
values of 3, 5, or 10). 

The words w1, w2, …, wn are the words that appear 
immediately before the word to be predicted.  Also let 
= {wx, wy} be the confusion set for this case.  Our 
proposed method relies on machine learning to train 
word classifiers to classify (predict) whether 
the predicted correct word in that context. Each word 
in the confusion set is represented as a projection on 
the feature vector that is composed from the training
data. One of the contributions of this work is in the 
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way we extract and compute the features from the 
training data. We describe next the feature extraction 
process and then we talk about the learning and the 
prediction steps.

3.1. Feature Selection and Extraction
Let a training text T be given. We extract from T all the 
occurrences of the confusion set words wx and wy. Each 
occurrence is extracted along with its context 
(preceding n words) to make one training example of 
the form [wn … w3 w2 w1 wx] or [wn …w3 w2 w1 wy].  
Thus, we have now two sets of training examples; the 
training examples of wx and the training examples of 
wy both extracted from T. We convert each example 
into a feature vector as follows. The given context 
words are used as features in some of the related work 
[14, 22, 23].  In this research, however, we do not use 
word features directly from the contexts; instead we 
select, as features, only certain words with high 
“discriminating” capabilities between the two confused 
words (wx and wy).  These features are used to represent 
each example in the training and prediction.  We use 
the confusion words occurrences extracted from the 
training text T as labeled training examples.  Feature 
selection is a key issue in the effectiveness and 
efficiency of the learning and classification 
performance of such methods as the one presented 
here. 

Before delving into the details of feature selection, 
let us mention that there has been a lot of research 
devoted to feature selection in machine learning and 
data mining, particularly in text categorization
research, see for example [10, 11, 26].  Assume that we 
have two classes C1 and C2 of labeled examples 
extracted from the training text T. Let C1 contains 
examples of wx and their contexts, and C2 includes 
examples of wy with their contexts. We extract all the 
context words W = {w1, w2, …, wm} from the sets C1

and C2.  Now, each such context word wi ∈ W may 
occur in contexts from C1 or C2 or both with different 
frequency distributions. Now, if a context word wi ∈ W
appears in a context of a prediction example, we would 
like to be able to determine to what extent the 
existence of wi suggests that this example belongs to 
C1 or C2.  Thus, we select those words wi from W
which are highly associated with either C1 or C2 (the 
highly discriminating words) as features. We utilize 
feature selection techniques like MI and X2 [11, 26] to 
select the highly discriminating context words from W.  
MI and X2 were used effectively for feature selection 
in text categorization and information retrieval [10, 11, 
26] but never been utilized for language prediction or 
classification problems. In the rest of this section, we 
explain how MI and X2 are applied to determine which 
context words from W will be selected as features. 

Let us first define the notions of a, b, c, and d as 
follows. From the training examples, we calculate four 

numeric values a, b, c, and d for each context word     
wi ∈ W as follows: 
a = Number of occurrences of w
b = Number of occurrences of w
c = Number of examples of C1 that do not contain 
d = Number of examples of C2 that do not contain 

Then, MI is defined as:

MI = 
)(*)(

*
caba

aN
++

Where N is the total number of examples in 
Chi-square (X2) is computed as: 

X2 = 
*)ba(*)db(*)ca(

)cbad(*N 2

+++
−

Again, N is the total number of examples in 

Illustrating the proposed WP method by 
when using the MI technique for feature selection, we 
calculate the MI value for each 
choose the k top wi ∈ W words with the
values as features.  In our experiments, we tested on 
values of 10, 20, and 30. For example
each training example is represented by a vector of 10 
entries, such that, the first entry represents the word 
with the highest MI value, the second entry represents 
the word with the second highest 
Then for a given training example, the feature vector 
entry is set to 1 if the corresponding feature word 
occurs/appears in that training example, and set to 0 
otherwise. Thus, if we want to utilize the 20 most 
discriminating words as features to represent each 
example, then feature vector size will be 20. Consider 
the following example, let W = {w
set of all context words. We compute 
wi ∈ W and sort the words W according to their 
values in descending order as in Table 2.

Table 2. Words wi ∈W  with the highest MI values
Context 
Words wi

MI

Person
Nice
Found
Still
Place

Generate
Went
Clear
Deliver
Small

…

1.92
1.90
1.87
1.86
1.68
1.56
1.48
1.33
1.33
1.27
…

Table 2 shows the top 10 context words having the 
highest 10 MI values. These 10 words will be used to 
compose the feature vectors for training and prediction 
examples. For example, the following feature vector: 

0 1 1 0 0 0 1
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represents an example containing the 2nd, 3rd and 7th

feature words (viz., nice, found, and went) in the given 
context.  Additionally, if the window size is 5, then 
that example may look like:

went ___  nice ___  found < wx or wy >

That is, three of the 10 feature words are occurring 
within the preceding 5 words of the word to be 
predicted.  In this case, window size is 5 and the vector 
size is 10. For example, the word ‘nice’, occurred as 
third preceding word in the context but it is translated 
to a ‘1’ in the seventh entry of the feature vector.

Let us look into the MI feature selection technique 
in little more detail. The objective of MI is to select 
from two classes C1 and C2 of examples the most 
discriminating features (words). A good such feature is 
the one that is highly associated with C1 but not with 
C2 or vice versa.  MI uses the co-occurrence counts a, 
b, c, and d with equation (1) to compute MI value for 
each feature, such that the feature with highest MI 
value will be the best in discriminating C1 from C2..  
The MI’s formula gives most weight to a (the 
numerator in equation_(1)) which represent the 
association between the word/ feature and class C1. We 
would like to update this formula by multiplying MI by 
the difference (a – b) between a and b.  Recall that, for 
a given word wi, the value b represents the association 
between wi and class C2 (how many times wi occurs in 
C2).   In this, we subtract from a the number of times 
the word is associated with C2. That is, if a word wi is 
associated q times with C1 and q times with C2 then 
the formula yields zero, which is what we want, since 
in this case, the feature wi is not really a discriminating 
feature. Thus, we applied the formula:

MI_1 = MI * (a - b) (3)

for feature selection. Furthermore, to give more weight 
to a, we also applied the formula:

MI_2 = MI * a * (a - b)  (4)

Notice that equations (3) and (4) can also be written as: 

MI_1 = 
)(*)(

*
caba

aN
++

 * (a - b)

MI_2 = 
)(*)(

*
caba

aN
++

* a * (a - b)

respectively.
We found out after extensive experimentation, with 

multiple datasets, that using MI_2 for feature selection 
gives, in most cases, better results than MI and MI_1, 
see Table 3.  The results in Table 3 demonstrate clearly 
that our proposed feature selection technique MI_2
which is adapted from MI outperforms MI across the 
three confusion sets using Reuters dataset. These 
experiments as shown in Table 3 are done on more 
than 3,000 prediction instances (Table 6 gives numbers 
of testing instances in Reuters and other datasets). 

Thus, in our experiments we used only 
of MI or MI_1) and X2 for feature selection.
Table 3. Accuracy results of four feature selection techniques
three confusion sets using Reuters dataset.

Confusion Sets MI MI*A

Conf. set 1 72.77 79.71
Conf. set 2 86.32 88.87
Conf. set 3 92.77 94.79

3.2. Learning and Prediction 
Thus, from the training text we generate feature 
vectors using the top words selected using 
Then, we use the well-established learning technique 
Support Vector Machines (SVM) [3, 25] to train 
classifiers with the training vectors. SVM is an 
inductive learning technique for two
classification. A significant elaboration of theoretical 
and empirical justification has been presented in the 
literature to support SVM [3, 6]. Moreover, SVM was 
extensively applied in various areas and achieved 
remarkable results. 

For example, in text categorization, SVM was 
investigated extensively and proved to be one of the 
best learning algorithms [6, 10, 16]. In the present 
method, for a given confusion set {
construct one feature vector for each 
instance in the training text. Thus,
the training examples, and we divide them into two 
classes, one for wx vectors and one for 
SVM trains on these two classes and produces a 
classifier (model). Thus, we construct with SVM a 
classifier for each confusion set.  The created classifier 
is then used in the prediction phase to pred
in the given context. Of course, in the prediction 
process, we construct a feature vector in the same way 
as in the training process.  We use a linear SVM in all 
our experiments as most of related work. The 
implementation of SVM we used 
light, available at: http://svmlight.joachims.og w
default parameters. 

4. The Baseline Method: Naive Bayes
We applied Naïve Bayes (N. Bay
task to compare with our method.  In applying
Bayes for WP, we followed the general procedure by 
assuming the probabilistic model of the training 
examples [8]. Naïve Bayes was applied into many 
disambiguation-like NLP problems, for example, word 
sense disambiguation [4, 12, 21, 22, 
introduce Naïve Bayes here and d
experimental settings with it, for more details 
refer to [12, 17]. Let W = {w
context. Let further C = {c1, c2, …,
set that contains the alternative (
the prediction task.  The decision rule of the Naïve 
Bayes is as follows:
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n
c* = argmax P (ck|W)  =  argmax (P(ck) . ∏ P (wi | ck)) 

k                                k        i=1
(5)

Such that P (ck |W) is the conditional probability of the 
confusion set word ck appears in the context W.  This 
decision rule selects c* ∈ C as the predicted word in 
the given context W. The probabilities P (ck) and P
(wi|ck) are computed from the training text T. Notice 
here that Naïve Bayes assumes that the context words 
w1, w2, …, wn  are conditionally independent. There is 
one issue with the Naïve Bayes is that the probability P
(wi|ck) may, very well, be a very small value or zero, so 
we use a smoothing technique to avoid this problem.  
There are a number of smoothing techniques proposed 
in the literature, for example, add-1, Ng’s smoothing, 
and Kneser-Ney and Katz smoothing.  For more details 
on smoothing see [5, 14]. Chen et al. (1998) [5] 
presents a comprehensive review about the smoothing 
techniques.

5. Evaluation and Experimental Results
In this section, we describe the datasets used in 
experiments and the experimental settings, then we 
discuss the results.

5.1. Datasets
We used four different text datasets to evaluate our 
method. The details of the datasets are in Table_4.  We 
select the testing text size to be little less than the 
training text size as the case in the actual prediction. 
The testing text size is not important and will not affect 
the performance as we only utilize the preceding 3 
words for each prediction case. The datasets are as 
follows:

•••• The ACL dataset were obtained from Linguistic 
Data Consortium (LDC) (www.ldc.upenn.edu) and 
include news stories 1987-1991 taken from the Wall 
Street Journal (WSJ).

•••• The Reuters is taken from the Reuters-21578
benchmark dataset. Reuters-21578 contains 21578 
news articles from the Reuters newswire [24].

•••• The BioMed text is a corpus of biomedical articles 
taken from Medline [18]. The Medline database is 
considered to be the largest and most 
comprehensive data resource in bioinformatics. We 
use this text to evaluate the performance of our 
method on specialized texts.

•••• The 10-K dataset contains financial text of 10-K 
filings of US corporate, taken from U.S. Securities 
and Exchanges Commissions (SEC) at 
(www.sec.gov). 10-K filing is an annual financial 
and transactional report required by SEC from all 

public companies, and it gives the most 
comprehensive information on financial info
of a public company. At SEC website, 10
of around 10,000 public companies in the last few 
years are available (and totally there are around 
50,000 filings. The size of these documents is 
around 30 GB.). This dataset is another specialized
text (financial text) used to evaluate our method.

Table 4. Details of the four datasets used in experiments.

Dataset (Source)
Training 
T

Reuters (Reuters-21578) 977,418

ACL  (LDC www.ldc.upenn.edu) 761,7

Biomed Text  (Medline) 774,206

10-K (SEC at www.sec.gov) 527,390

Table 5. The three confusion sets used in the experiments.

Confusion Set 1 Accept-except, affect
country-county, …

Confusion Set 2 Site-sight, than-then, further
rise, …

Confusion Set 3 Advice-advise, weak
loose, …

5.2. Confusion Sets
We used three confusion sets in the experiments, 
shown in Table 5.  These confusion sets were 
commonly used in word predictio
sensitive spelling research; see [2, 14, 15]. 

5.3. Evaluation and Discussion
Several experiments have been conducted to evaluate 
the method. We used MI, MI_2
selection, and SVM for learning and prediction; we also 
used the N. Bayes algorithm [17] as baseline to 
compare our results.  For context size, we used 
preceding 3, 5, or 10 words. We found out the context 
of size 3, using only preceding 3 words, produces the 
best performance.  Furthermore, we experimented on 
how many features to include in the feature vectors. 
For that, we tried 10, 20, and 30 features and found 
that the best performance resulted when using 20 
features (i. e., using the top 20 words having the 
highest 20 MI_2, or X2).  Thus, the results reported 
here are generated using the preceding 3 words 
(context size = 3) and the top 20 
We initially tested our method using 3 datasets
Reuters, ACL, and BioMed (Table 4), and the three 
confusion sets (Table 5).  The results are presented in 
Table 6 when using MI_2 for feature selection, and in 
Table 7 when the X2 feature selection technique was 
used.   With a total of 19,438 word prediction instances 
were tested in each experiment (Tables 6 and 7), we 
notice that MI_2 (Table 6) produces slightly bette
accuracy than X2 (Table 7).  
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Moreover, to compare our method against the 
baseline method we ran all the testing prediction 
instances on the Bayesian method and the results are in 
Table 8. The Bayesian method produced slightly better 
accuracy than MI_2 only in the Reuters dataset, but 
with the other two datasets, both MI_2 and X2

outperform Bayesian significantly (Table 8). 
Furthermore, the micro-average accuracy on the three 
datasets demonstrates that MI_2 and X2 outperform 
Bayesian (Table 8). Finally, since the 10-K dataset is 
very specialized dataset and is not as commonly used 
in NLP research as the other datasets, we tested our 
method on it in a separate experiment using MI_2 and 
X2 with the three confusion sets, and the results are in 
Table 9. In this experiment too, MI_2 with 91.42% 
accuracy outperforms X2 with 87.09% accuracy. This 
experiment also proves that our method can achieve 
impressive accuracies exceeding 91% correct 
predictions (Table 9). Overall, our method of learning-
classification-based word prediction is capable of 
achieving accuracy in the range of 87% – 88% correct 
predictions using only the three preceding words as 
context, which emphasizes the robustness of the 
feature selection techniques and the learning method.  
Furthermore, the experimental results proved that the 
method can achieve really high accuracies; for 
example, the method produced accuracy of ~90% 
using confusion set 2 and Reuter (Table 7), and the 
average accuracies on BioMed and Reuters are 
approaching ~89% and ~90%, respectively (Table 6). 
In addition, the method achieved accuracy of 95.2% on 
Reuters using confusion set 3 (Table 6) and 93.1% on 
the BioMed dataset using confusion set 3 (Table 7).

Table 6. Accuracy results with the 3 datasets and 3 confusion sets 
using MI_2 for feature selection, preceding 3 words for contexts, 
and top 20 features.

Confusion Set 1 Confusion Set 2 Confusion Set 3

Dataset No. of
Tested

Instances
Accuracy

No. of
Tested

Instances
Accuracy

No. of
Tested
Instances

Accuracy Average
Accuracy

Reuters 615 81.46 1481 89.80 941 95.21 89.79
ACL 2658 86.68 3149 83.39 2369 87.08 85.53

BioMed 2725 86.93 4313 88.73 1187 93.09 88.76
Total 5998 8943 4497

Table 7. Accuracy results with the 3 datasets and 3 confusion sets 
using X2 for feature selection, preceding 3 words for contexts, and 
top 20 features.

Confusion set 1 Confusion set 2 Confusion set 3

Dataset No. of 
Tested 

Instances
Accuracy

No. of 
Tested 

Instances
Accuracy

No. of 
Tested 

Instances
Accuracy Average

Accuracy

Reuters 615 81.46 1481 89.80 941 86.96 87.23
ACL 2658 85.94 3149 82.85 2369 87.21 85.12

BioMed 2725 85.13 4313 87.22 1187 93.09 87.37
Total 5998 8943 7853

6. Contribution and Conclusion
We presented a learning-classification based method 
for word prediction. The method uses very small 
context (the preceding three words) to predict the 

following word in that context with high accuracy.  
The method was evaluated extensively and compared 
with the Bayesian algorithm as a baseline. The 
experimental results showed that our
achieve impressive accuracy in percentages of correct 
predictions, which validates its efficiency. 
contribution of this work can be viewed in a number 
new aspects: Casting the wp task as a learning
classification task by using machine lea
word predictors using highly discriminating features 
selected by various techniques. The presented method 
also includes a new feature selection technique 
adapted from MI and outperforms 
experiments. Furthermore, the unique combination of 
one of the top performers in machine learning (
with feature selection techniques, 
are used in TC and IR, makes a good contribution 
into WP.  These aspects can contribute in solving 
other similar NLP problems as men
this paper.

Table 8. Average accuracy on each method with each dataset
accuracy here is the average of testing on all confusion sets.

Accuracy
Dataset

No. of 
Tested 

Instances N.Bayes

Reuters 3037 90.67

ACL 8176 80.12

BioMed 8225 81.28

Total 19,438
Micro. 
Avg 82.26

Table 9. Accuracy results for the 10

AccuracyDataset
No. of 
Tested 
Instances MI_2

10-K 2,610 91.42

Word prediction is a very important task and has 
many significant applications. A robust word 
prediction system can benefit users, by allowing higher 
text entry rates, and minimizing number of 
typographical errors and misspellings.  This aspect has 
been observed by the developers 
word processor OpenOffice [20], which provides, 
along with standard word processing features, word 
completion (www.openoffice.org) [20].  In the future 
directions of this research, we would like to try a few 
new aspects to further improve the prediction accuracy. 
For example, we will investigate increasing the context 
size without affecting the computation complexity of 
the method. Also, we plan to explore the possibility of 
involving positional information about the context 
features in the learning process. 
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