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Abstract: Spam messages have increased dramatically in recent years even as the number of email clients has grown. Email 

has already become a valuable way of communicating because it saves time and effort. However, numerous emails contain 

unwelcome content known as spam as a result of social platforms and advertisements. Despite the fact that many techniques 

have already been created for spam mails categorization, none of them achieves 100 percent efficiency in analyzing spam 

messages. So, in this research, we propose a novel Gradient Fuzzy Guideline-based Spam Classifier (GFGSC) for classifying 

the spam e-mails as spam or non-spam. This research uses four types of datasets and these datasets are pre-processed using 

normalization. Then the set of data can be extracted using Principal Component Analysis (PCA) and Latent Semantic Analysis 

(LSA) techniques. The aspects are selected using Information Gain (IG) and Chi-Square (ChS) techniques. And the GFGSC 

classifier can be used for classifying the data as spam or non-spam with better effectiveness. Finally, the performances are 

examined and these metrics are matched with the existing approaches. The results are obtained using the MATLAB tool. 
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1. Introduction 

E-mail is indeed a convenient and rapid way to receive 

messages from anywhere in the globe and it may be used 

with desktops, cell phones, and some other next digital 

equipment [3]. Although the rise in popularity of other 

kinds of digital interaction like text messaging and 

networking websites, mails still remain the dominant 

mode of corporate communication and are still required 

for other types of interactions and payments [1]. 

Because humans are social creatures, they are often 

linked to the social circle. Because this is a digitalization 

period, Texts and e-mails are demonstrating to be 

among the most effective means for knowledge transfer. 

However, as these methods of information exchange get 

more popular, so does the speed at which spam becomes 

more prevalent. Spam may come via anywhere on the 

planet in which there is web service [5]. Spam is 

generating issues not just for consumers, but for 

businesses. Numerous anti-spam models have been 

developed for identifying such spam, but none of them 

are as effective as ham and spam clustering [10]. Several 

online services, like Google, Hotmail, and others, are 

now deploying anti-spam technologies to identify email 

spam so that customers never become victims of these 

messages, yet many consumers keep falling victim [21]. 

The method of extracting features could play a role 

inside the categorization procedure's improvement. 

Spam emails are categorized as such since they provide 

no value to the recipient. Promotion of mainly unlawful, 

non-existent, or useless things, advocacy of a message, 

as bait for fraudulent transactions, or transmission of 

viruses are the major reasons for the proliferation of 

spam messages. There are several eradication methods 

suggested by many authors such as machine learning, 

deep learning and other neural networks [23]. Also, the 

Bag of Words (BoW) was used to depict the meta-data 

framework of a spam file, however the sequence of term 

dependency inside the file is neglected, but only the 

phrase word count is regarded [18]. 

Inside this setting, clearing or obscuring explicit data 

is a difficult task that could seriously affect the spam 

filter successfulness. To reduce computation time and 

enhance accuracy, the vast bulk of information retrieval 

research employs different methods that interact with 

high-dimensionality. Term Strength (TS), Document 

Frequency (DF), and Mutual Information (MI) seem to 

be some cases of feature selection techniques that were 

widely used to recognize more substantial features that 

allow the classifier to classify spam messages. These 

tools, on the other hand, keep performing well in 

practice when it comes to email spam categorization [4]. 
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Here, we propose the Gradient Fuzzy Guideline-

based Spam Classifier (GFGSC) for classifying the e-

mail spam as good or virus. Spam Base, Ling-spam, 

Spam Assassin, and Enron are utilized as datasets in this 

work. These data are pre-processed using the 

normalization method and the normalized data are 

extracted using the Principal Component Analysis 

(PCA) and Latent Semantic Analysis (LSA) techniques. 

Then these datasets are selected using the IG and ChS 

tools. Finally, the datasets are classified by using the 

proposed classifier. The following is how the entire 

paper is organized: Topic 2 discusses related work and 

problem statements, while topic 3 illustrates the 

proposed approach. The performance examination is 

presented in topic 4. Lastly, topic 5 reports the 

conclusion. 

2. Related Works 

The presented method integrates the K-Nearest 

Neighbor (KNN) algorithm with the Support Vector 

Machine (SVM) algorithm to identify webpages as 

Malware, Valid, or Mysterious, as described in [2]. The 

method combines the strength of SVM with the efficacy 

and clarity of KNN. As a result, the suggested 

KNNSVM gets the benefits of incorporating KNN and 

SVM while avoiding their respective disadvantages if 

used individually. The goal of [6] is to develop a 

Stepsize-Cuckoo Search (SCS) as well as SVM-based 

method for spam mails identification. The SCS method 

is utilized to determine the optimal set of properties. 

SCS is utilized to identify the perfect collection of 

features, and then the SVM is utilized to classify spam. 

They are using 3 distinct kernels to improve 

categorization success: linear, polynomial, and 

quadratic. The focus of [9] is to use feature selection to 

facilitate the identification of malignant spam. 

Researchers suggest a framework that takes a novel set 

of data for selecting features, which is a process toward 

classification purpose in the future. The use of 

characteristics should reduce time for training as well as 

enhance the consistency of malignant spam filtering. At 

the tweet stage, Gibson et al. [8] suggest an ensemble 

method for spam filtering. On the basis of 

Convolutional Neural Networks (CNN), we exhibit a 

range of deep learning techniques. [15] In the ensemble, 

5 CNN models and one feature-based prototype have 

been used. To train a model, every CNN employs a 

separate set of embeddings. Content-based, user-

dependent, and n-gram characteristics are used in the 

feature-reliant prototype [22]. This technique uses a 

multi-layer neural network as a meta-classifier to 

incorporate deep learning as well as conventional 

feature-based designs. The methodology is evaluated on 

different datasets. Ghaleb et al. [7] Propose a strategy 

for dealing with spam scams. Semi-Automated Feature 

generation for Phish Classification (SAFE-PC) is a 

scheme they evolved to recognize new malware 

campaigns that have progressed from previous ones. 

SAFEPC actually uses spam email as well as valid email 

address sets of data from such a tier-1 study institution's 

central IT organization, totaling 425K spam and 158K 

valid messages. Rastenis et al. [19] they extracts 

information from every text's header and body, infused 

with knowledge of phishing frameworks. The RUS 

Boost classification model is then applied to the spam 

as well as valid email messages. Li et al. [14], propose 

a multi-view disagreement-reliant semi-supervised 

learning method for e-mail classification. The concept 

of multiple views can provide more data for 

categorization, which is almost always overlooked in 

the literature. Semi-supervised learning could be used to 

make use of supervised and unsupervised data [13]. 

Gibson et al. [8], propose a solution that incorporates 

numerous face detection, text retrieval, and language 

processing methods and modifies them using innovative 

approaches to classify images as essential or spam basis 

of user habits and preferences. That model divides the 

pictures on the users' the Smartphone into the separate 

types and then processes them correspondingly. A novel 

Feature-centric Spam Email Detection Model (FSEDM) 

is introduced in [8]. Material, impression, conceptual, 

user, and junk mail vocabulary are all components of the 

project management set of features. The CSDMC2010 

Spam data was used to generate the proposed features. 

Testing was carried out in detail to implement the 

research framework. The benefits of effectiveness 

assessment methods show that sentiment characteristics 

were crucial in spam messages classification. Gibson et 

al. [8] offers a method depending on automated 

identification of email body texts into malware as well 

as spam scams. The preferred framework is utilized to 

categorize emails in three languages: 

1. English.  

2. Russian. 

3. Lithuanian. 

And they investigate the appropriateness of a computer-

controlled set of data transcription to adjust it to email 

categorization signed in other texts, since most public 

email sets of data nearly solely gather English email 

messages. The purpose of [17] is to demonstrate how 

well an adaptive smart learning strategy relying on a 

visual anti-spam prototype for multi-natural language 

could be utilized to successfully identify anomalous 

circumstances. This strategy is used for phishing 

detection. The purpose of [12] is really to lessen the 

quantity of junk mail by detecting it with a classification 

model. The Machine Learning algorithms could be used 

to accomplish most precise spam categorization [16]. To 

analyze the message of an e-mail in order to locate 

spam, a language processing method was employed 

[20]. Jain et al. [11] aims to acquire emails via third-

party APIs and effectively processing them for machine 

learning. On the suggested paradigm, many machine 

learning algorithms, both supervised and unsupervised, 
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could be trained and tested. For SMS spam 

categorization, Sah and Parmar [21] suggested a SVM 

algorithm. To accomplish spam categorization and 

determine the accuracy of classification. 

 Problem Statement: Despite the numerous 

advantages of email, its use is hampered by the huge 

count of unsolicited and often spam emails that must 

be recognized and isolated as soon as possible using 

a spam detection system. Spam identification is 

critical for protecting email users and preventing a 

number of recent undesirable uses to which emails 

have been put. Unfortunately, the dynamic behavior 

of spam mails by the use of mailing techniques has 

restricted and mostly proved spam identification 

techniques ineffectual, forcing the creation of 

innovative spam detection techniques to obtain 

greater spam detection performance. In the research, 

many spam detection techniques have been presented 

and assessed; nonetheless, the reported accuracy 

shows that more research in this area is still required 

to enhance accuracy. 

3. Proposed Work 

In this study, we present the GFGSC is employed for 

accomplishing the better accurate classification of spam 

as good or malware. The dataset of Spam Base, Ling-

spam, Spam Assassin, and Enron are initially pre-

processed using the normalization method. Then these 

datasets are extracted with the PCA and LSA techniques 

and also these data are further selected using the IG and 

ChS approaches. Finally, the selected dataset is 

categorized using the proposed technique. Figure 1 

depicts the proposed flow of this study. 

 

Figure 1. Proposed system using GFGSC classification framework. 

3.1. Dataset Initialization 

Four datasets namely Spam base, Ling-spam, Spam 

assassin, and Enron are considered for this study. The 

details related to the dataset are given in Table 1. All 

four datasets contain instances under two classes 

namely SPAM and HAM (non-spam). 

 

Table 1. Dataset description. 

Dataset Total Instances SPAM HAM Year 

Spam base 4601 1813 2788 1999 

Ling-Spam 2893 481 2412 2000 

Spam Assassin 6047 1897 4150 2002 

Enron 36715 20170 16545 2006 

3.2. Dataset Preprocessing Using Normalization 

Data preprocessing is a data-mining approach in which 

a series of procedures convert the raw e-mail dataset 

into a type, which shall be understood. It is responsible 

for preparing raw data for future processing. Data 

cleaning, data reduction, data transformation, data 

integration, and data discretization are few of the 

processes involved in data preprocessing. The process 

of converting values measured on a distinct scale to a 

common scale is known as normalization.  

The method for data processing necessitates the 

normalization of calculated data on a separate balancing 

to a conceptually shared scale, which is commonly done 

before averaging. To acquire values linked to a distinct 

parameter, particular methods of normalization 

necessitate a rescaling step. 
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Where k denotes the specification and 𝜎 represents the 

Standard Deviation (SD). 

Next, the errors must not depend on each other. It is 

expressed as shown below, 

𝑚𝑖~√𝑜
𝑇

√𝑡2+𝑜−1
  

Where m is a random variable 

After that, the motion of the specification requires to 

be normalized by the SD. 

N=
𝜇𝑛

𝑜𝑛  

Where n is the moment scale. 

𝜇𝑛 = 𝑆(𝑋 − 𝜇)^𝑁  

Here X denotes a random parameter and s denotes the 

intended value 

𝑜𝑛 = (√𝑠(𝑋 − 𝜇)^𝑁 )^2  

For standardizing the distribution of the parameter 

utilizing the mean, μ particularly for the normal orderly 

distribution. 

𝐶𝑜𝑣 =
𝑆

�̅�
 

Where Cov is the coefficient of the variance 

Then the function scaling procedure can be carried 

out to put in all values between 0 and 1. This method is 

called standardization, depending on the application. 

𝑋′ =
(𝑋 − 𝑋𝑚𝑖𝑛)

(𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛)
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(2) 

(3) 

(4) 

(5) 

(6) 
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The preprocessed dataset contains 235 attributes that 

includes sender, receiver, Blind Carbon Copy (BCC), 

date of sending, receiving, number of receivers, etc. The 

preprocessed data is fed into the extractor for extracting 

the relevant features. 

3.3. Feature Extraction 

The feature extraction stage is a data pre-processing step 

that identifies features that could be used to define an 

item. Spam data extracted from datasets is stale data that 

can be cleaned up to provide more detailed information. 

3.3.1. Principal Component Analysis (PCA) 

The PCA methodology is a statistical technique that 

converts a collection of measurements of potentially 

correlated parameters into a collection of exponentially 

uncorrelated variables called principal components 

utilizing an orthogonal transformation. The count of 

original variables will be less than or equal to the 

number of primary components. The initial principal 

component has the maximum possible variance (that is, 

it accounts for as much variation in the data as feasible), 

and each subsequent element or component has the 

highest variance conceivable under the restriction of 

being orthogonal to the preceding components. The 

generated vectors constitute an orthogonal uncorrelated 

basis set. The eigenvectors of the symmetric covariance 

matrix are the primary components. A linear space is 

created by combining such orthogonal vectors into a 

matrix. The PCA is a valuable tool for analysis in high-

dimensional spaces since each original data instance 

vector can be represented by a lower number of 

variables. 

PCA is a method for weighing attributes that are used 

to choose clustering attributes. The grouping of e-mail 

spam data in accordance with the attribute equation 

possessed by each profile is the result of this study. Prior 

to clustering, PCA was performed to minimize 

dimensions and maximize the clustering results. PCA is 

used to rank features based on their relationship to other 

qualities. We can calculate the weight of each feature by 

using PCA to rank the features. If N is a matrix with 

rows corresponding to a point in space, we can compute 

NTN and eigen pairs for that point. D, the matrix, with 

the columns acting as eigen vectors and the biggest 

eigen value coming first. Let K be a matrix with the NTN 

eigen values along the diagonal, with the greatest value 

first and 0's in the other entries. Then, though NTNd=λd 

=dλ for every eigen vector d and its related eigen value 

λ, it is understandable that: 

𝑁𝑇𝑁𝐷 = 𝐷𝐾  

The points of N have been transformed into another 

coordinate space, in which the first axis, which 

corresponds to the biggest eigen value, is crucial. The 

axis with the most variance has the most points. In a 

similar fashion, the second axis, which is related to the 

second eigen pair, is the next notable axis, and this 

pattern continues for all eigen pairs. If it is desirable to 

translate N into a space with less dimensions, the most 

essential choice employs the eigen vectors associated 

with the highest eigen values and ignores the remaining 

eigen values, i.e., if Dj is the first j columns of D, then 

NDj is the j-dimensional representation of N. 

3.3.2. Latent Semantic Analysis (LSA) 

LSA is a method for assessing messages to uncover 

hidden meaning. LSA creates word vectors, which are 

then used to map words to concepts. The following is 

the procedure for creating these word vectors. Initially, 

a large matrix with e-mail documents as columns and 

index words as rows is constructed. Every cell in this 

matrix reflects the count of times the word occurs in a 

specific e-mail document. A word that appears in more 

than two e-mail documents and does not belong to stop 

words is called an index word. The TF-IDF algorithm is 

utilized to carry out the next stage in LSA, which is 

weighting. Term frequency-inverse document 

frequency is abbreviated as TF-IDF. It is employed to 

demonstrate the value of a term in a corpus. Vector 

operations are used to provide fewer common terms and 

more weight. The count in each cell of the raw matrix is 

substituted by the subsequent equation in TF-IDF: 

𝑇𝐹𝐼𝐷𝐹𝑎,𝑏 = (𝑁𝑎,𝑏 𝑁∗,𝑗⁄ ) ∗ 𝑙𝑜𝑔(𝐸 𝐸𝑖⁄ ) 

Where, 

𝑁𝑎,𝑏- Actual cell count 

𝑁∗,𝑗 - Count of overall words in document j 

E- Overall count of e-mail documents 

𝐸𝑖 - The count of e-mail documents in which word i 

occurs 

From the 235 attributes, the feature extractor has 

extracted 120 attributes containing the sender, receiver, 

BCC, date of sending, receiving, and number of 

receivers. 

3.4. Feature Selection 

The extracted features are given as input to the feature 

selection process. It is a method for improving the 

performance of machine learning techniques and 

applications by deleting non-relevant and repeating 

characteristics from a data collection. Feature selection 

has improved the performance of data mining and 

machine learning approaches by dealing with the curse 

of dimensionality. One of the most essential data mining 

techniques in preprocessing is feature selection, which 

is used to choose a large number of features from a 

dataset. Its goal is to decrease data, which will speed up 

computing operations and result in more accurate 

models of the methods utilized. Feature selection is 

commonly used to choose the best features, minimize 

dimensions, increase algorithm accuracy, and eliminate 

unnecessary features.  

(8) 

(9) 
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3.4.1. Information Gain (IG)   

Mutual information gain is another term for information 

gain. It is the information that can be used to calculate 

the mutual dependencies of two variables. Information 

gain is a technique for determining how much relevant 

information can be extracted from a random variable by 

combining it with another variable. In other words, 

information gain is a symmetrical measure of 

dependency. 

Information Gain formula defined as: 

𝐼𝐺 (𝐴; 𝐵) =  𝐻(𝐴) − 𝐻(𝐴|𝐵)  

3.4.2. Chi-Square (ChS) 

Whenever the feature events are unconnected to the 

categorical variable, the Chi-squared testing is used as a 

statistical tool for determining departures from the 

anticipated distributions. The chi square value is 

calculated using true positives (tp), false positives (fp), 

true negatives (tn), false negatives (fn), likelihood of 

number of positive instances Ppo, and likelihood of 

number of negative instances Pne. 

𝑐ℎ𝑖 − 𝑠𝑞𝑢𝑎𝑟𝑒 𝑚𝑒𝑡𝑟𝑖𝑐 = 𝑇(𝑡𝑝,(𝑡𝑝 + 𝑓𝑝)𝑃𝑝𝑜) + 𝑇(𝑓𝑛,(𝑡𝑛 + 𝑓𝑛)𝑃𝑝𝑜) +

𝑇(𝑓𝑝,(𝑡𝑝 + 𝑓𝑝)𝑃𝑛𝑒) + 𝑇(𝑡𝑛,(𝑡𝑛 + 𝑓𝑛)𝑃𝑛𝑒)  

Where T (count, expect)=(count–expect)2/expect 

The stages in the chi-square method are as follows: 

1. State the hypothesis. 

2. Create an analysis strategy 

3. Analyze data from a sample 

4. Draw conclusions 

The assessment strategy outlines how to use model data 

to accept or reject the hypothesis when the hypothesis is 

stated. The following must be included in the plan: 

1. Significance rank: investigators use significance 

levels of 0.01, 0.05, or 0.10, but any number between 

0 and 1 can be used. 

2. Test method: the chi-square test is done to evaluate if 

there is a significant association between two 

categorical features by determining their 

interdependence level.  

To determine the degrees of freedom, predictable 

frequencies, test values, and P-value affiliated with the 

tests, the sample data must be evaluated. 

𝐷𝑜𝐹 = (𝑔 − 1) ∗ (𝑐 − 1) 

Where DoF stands for degrees of freedom, g stands for 

one categorical variable's number of levels, and c for 

another categorical variable's number of levels. 

𝑋2(𝑓, 𝑐) = [
𝑁∗(𝑃𝑆−𝑅𝑄)2

(𝑃+𝑅)(𝑄+𝑆)(𝑃+𝑄)(𝑅+𝑆)
]  

Where P=Number of times feature ‘t’ and class label ‘c’ 

co-exists. 

Q=Number of times‘t’ occurs without ‘c’ 

R=Number of times ‘c’ occurs without‘t’. 

S=Number of times neither ‘c’ nor‘t’ occurs. 

N=Overall count of records.  

Using the feature selection method, the best attributes 

that are used for classifying the spam and normal mails 

are selected. Table 2 shows the attributes selected for 

the classification of spam and normal emails. The 

feature selection technique has selected 60 attributes for 

the classification purpose. 

Table 2. Features selected for classification purpose. 

S.No Selected features No. of attributes 

1 word_freq_WORD 47 

2 char_freq_CHAR 5 

3 capital_run_length_average 2 

4 capital_run_length_longest 2 

5 capital_run_length_total 2 

6 spam 2 

 Total number of 

attributes 
60 

3.5. Classification using Gradient Fuzzy 

Guideline-based Spam Classifier (GFGSC) 

This classification approach creates a set of fuzzy rules 

based on content-related factors such as word count and 

unique word proportion. Two threshold values are 

defined in these guidelines: one for the number of words 

and one for the proportion of unique words. The number 

of words in each email is counted, and the proportion of 

unique words is calculated and compared to the 

threshold value (Set threshold value=5). The words are 

assigned ranks depending on this threshold value. 

Words with uncertainties are ranked as one, two, three, 

etc., based on the proportion of the uncertainty. The 

proposed GFGSC algorithm will split the email 

messages according to the rank of the values calculated. 

Accordingly, they are classified into three sets namely: 

high risk, moderate risk and low risk mails. The email 

containing words with rank 1 is considered as high-risk 

email, rank 2 as moderate risk email, and rank 3 as low 

risk email. Based on these comparisons, the email is 

classed as either spam or legitimate. Equation (14) 

depicts how a message is classified as spam or 

legitimate. 

𝐸𝐿 = {
𝑇𝑟𝑢𝑡ℎ𝑓𝑢𝑙, 𝑖𝑓 𝑐𝑤 < 𝑇𝑐𝑤

 𝑎𝑛𝑑 𝑃𝑢𝑤 > 𝑇𝑃𝑢𝑤

𝑆𝑝𝑎𝑚,              𝑖𝑓 𝑐𝑤 ≥ 𝑇𝑐𝑤
 𝑎𝑛𝑑 𝑃𝑢𝑤 ≤ 𝑇𝑃𝑢𝑤

  

Where, 

𝐸𝐿: Review label 

𝑐𝑤: Words count 

𝑃𝑢𝑤: Unique words percentage 

𝑇𝑐𝑤
: Words count threshold value 

𝑇𝑃𝑢𝑤
: Unique words percentage threshold value 

The work of selecting guidelines for spam detection is 

critical. Chosen guidelines must be linked to the 

message type in order to improve the precision of spam 

email identification. In most cases, a guideline is stated 

in terms of an IF condition THEN action. It signifies that 

if the condition is met, the action of that particular 

(10) 

(11) 

(12) 

(13) 

(14) 



A Novel Spam Classification System for E-Mail Using a Gradient Fuzzy ...                                                                              403 

guideline is carried out. The following are the guidelines 

that are employed in the suggested technique:  

 Guideline 1: IF there is a URL in the email, THEN it 

is most likely spam. Because hackers may deceive 

consumers by delivering a URL link in a text or 

email that when accessed could lead the users to a 

fraudulent login screen or download virus to the 

user's mobile phone, a URL analyzer examines for 

the existence of a URL in the text or email. 

 Guideline 2: IF the email includes any algebraic 

expressions such as +, -, >, /, and so on, THEN it is 

most likely spam. 

 Guideline 3: IF the communication includes any 

currency symbols such as “$,” “£,” and so on, THEN 

it is most likely spam. In the fraudulent reward 

messages, for instance, the sign “$” is utilized to 

symbolize cash. We chose two symbols that usually 

appear in spam messages: $ (Dollar) and £ (Pound). 

 Guideline 4: IF there is a Phone number in the e-mail, 

THEN it is most likely a spam message. The hacker 

requests that consumers transfer their personal 

information, including bank account information, to 

a specific phone number. 

 Guideline 5: Free, accidents, rewards, dating, 

awarded, services, lotteries, minutes, visiting, 

supply, money, claim, award, delivery, and other 

dubious keywords are deemed spam words. IF any of 

the suspected keywords appear in the email, THEN it 

is almost certainly spam. 

 Guideline 6: IF the message size exceeds 150 

characters, THEN they may be spam email. This 

includes spaces, symbols, special symbols, smiley 

faces, and other elements.  

 Guideline 7: IF the message is self-addressed, THEN 

it is most certainly a spam message. Self-answering 

SMS prompts the user to enroll to or unsubscribe 

from any services. 

 Guideline 8: IF the email comprises visual 

morphemes, it is most likely spam. Visual 

morphemes are numbers and other symbols used in 

texts, emails, and other forms of communication. 

 Guideline 9: IF the email address is included in the 

message, THEN it is most likely a spam message. 

The hacker also obtains private data from the target 

source by using the email address in the message. 

Algorithm 1: GFGSC 

Input datasets: Spam base, Ling spam, Spam assassin, Enron 

Output: Spam mail, Normal mail 

Start 

Read the email  

Apply fuzzy set of guidelines 

Set threshold value = 5 

If uncertainty > threshold value 

 Then assign rank as 1 

If uncertainty = threshold value 

 Then assign rank as 2 

If uncertainty < threshold value 

 Then assign rank as 3 

If uncertainty = 0; 

 Then assign rank as 0 

Repeat ham 

 For every word 

If rank 1 

 Return “High risk email” 

If rank 2 

 Return “Moderate risk email” 

If rank 3 

 Return “Low risk email” 

If rank 0 

 Return “Normal email” 

End 

4. Performance Analysis 

The suggested model is tested utilizing four datasets and 

the outcomes are analyzed utilizing the MATLAB 

simulation tool. The suggested spam detection 

technique's effectiveness is evaluated using a variety of 

performance metrics. Accuracy, sensitivity, specificity, 

precision, and F1 Score are among them.  

Accuracy refers to a system's ability to properly 

distinguish between spam and legitimate emails. It is 

calculated by dividing the fraction of true positive and 

true negative samples in all analyzed cases by the total 

number of cases. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑓𝑝+𝑡𝑛+𝑓𝑛
  

The fraction of spam emails accurately recognized is 

measured by sensitivity. It demonstrates how effective 

a method is at identifying spam emails. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑡𝑝

𝑡𝑝 + 𝑓𝑛

 

The fraction of legitimate emails successfully 

recognized is measured by specificity, which indicates 

how effective a method is at eliminating false alarms. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑡𝑛

𝑡𝑛 + 𝑓𝑝
 

Precision is a metric that evaluates how many email 

messages are successfully predicted. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑡𝑝

𝑡𝑝+𝑓𝑝
  

The weighted average of sensitivity and precision is the 

F1 score. 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2𝑡𝑝

2𝑡𝑝+𝑓𝑝+𝑓𝑛
  

The email spam classification results of the GFGSC 

technique are examined on four datasets in Tables 3, 4, 

and Figure 2. The experimental results showcased that 

the GFGSC technique has gained effective outcomes on 

all the applied datasets. For instance, on the Spambase 

dataset, the GFGSC technique has offered an accuracy 

of 0.93, sensitivity of 0.912, specificity of 0.904, 

precision of 0.92, and F1-score of 0.909. Besides, on the 

Ling-spam dataset, the GFGSC approach has presented 

an accuracy of 0.943, sensitivity of 0.943, specificity of 

0.95, precision of 0.937, and F1-score of 0.95. 

(15) 

(16) 

(17) 

(18) 

(19) 
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Additionally, on the Spam Assassin dataset, the GFGSC 

method has an accuracy of 0.99, sensitivity of 0.988, 

specificity of 0.991, precision of 0.98, and F1-score of 

0.997. Lastly, on the Enron dataset, the GFGSC 

methodology has offered an accuracy of 0.98, 

sensitivity of 0.983, specificity of 0.985, precision of 

0.979, and F1-score of 0.988. 

Table 3. Results analysis with sensitivity, specificity, precision and 

F1 score of proposed GFGSC model on applied dataset. 

Datasets 
Metrics 

Sensitivity Specificity Precision F1-Score 

Spam base 0.912 0.904 0.92 0.909 

Ling-spam 0.943 0.95 0.937 0.95 

Spam 

Assassin 
0.988 0.991 0.98 0.997 

Enron 0.983 0.985 0.979 0.988 

Table 4. Results analysis with accuracy of proposed GFGSC model 

on applied dataset. 

Data Sets Accuracy 

Spam base 0.93 

Ling-spam 0.943 

Spam Assassin 0.99 

Enron 0.98 

  

Figure 2. Result analysis of GFGSC Model with different measures. 

For exhibiting the enhanced performance of the 

GFGSC technique, a brief comparative study is made. 

Figures 3, 4, 5, and 6 show the comparative analysis of 

all the metrics for existing and proposed methods using 

the Spam base, Ling-spam, Spam Assassin, and Enron 

datasets respectively. It is evident from the graphs that 

the proposed classifier outperforms the traditional 

methods. 

 

Figure 3. Comparative analysis of existing and proposed methods for 

spam base dataset. 

 

Figure 4. Comparative analysis of existing and proposed methods for 

Ling-spam dataset. 

 

Figure 5. Comparative analysis of existing and proposed methods for 

spam assassin dataset. 

 

Figure 6. Comparative analysis of existing and proposed methods for 

Enron dataset. 

Also, the computation time in seconds is estimated 

and compared with the traditional classification 

algorithms. The timescale necessary to complete a 

computational process is known as computation time 

(sometimes known as “execution times”). The 

computation time is proportionate to the count of rule 

applications when a computation is represented as a 

series of rule applications.  

 

Figure 7. Comparison of computation time (s) for existing and 

proposed GFGSC Method. 
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Figure 7 and Table 5 shows the comparison of 

computation time for the proposed method with the 

existing methods like Logistic Regression (LR), (KNN), 

and Decision Tree (DT). The graph clearly indicates that 

the computation time is less for the proposed system. As 

a consequence of the experiments, GFGSC appears to 

be the best classifier for correctly classifying spam. 

Table 5. Computational Time Performance analysis of proposed 

GFGSC method with existing methods. 

S.NO Technique Computational Time (in Seconds) 

1. Linear Regression 0.6 

2. K-NN 1 

3. Decision Tree 46 

4. GFGSC(Proposed) 0.5 

 

5. Conclusions 

In this study, a new email spam detection and 

classification model has been developed by the GFGSC 

technique. The proposed GFGSC technique 

encompasses different processes namely pre-

processing, PCA and LSA based feature extraction, IG 

and ChS based feature selection, and GFGSC based 

classification. A comprehensive simulation analysis is 

carried out to point out the superior outcomes of the 

GFGSC technique. The simulation values demonstrated 

the betterment of the GFGSC technique over the other 

state of art techniques. In future, the clustering and 

outlier detection approaches can be designed to improve 

the email spam filtering outcomes. 
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