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Abstract: Computer vision enables to detect many objects in any scenario which helps in various real time application but still 

face recognition and detection remains a tedious process due to the low resolution, blurriness, noise, diverse pose and expression 

and occlusions. This proposal develops a novel scrupulous Standardized Convolute Generative Adversarial Network (SCGAN) 

framework for performing accurate face recognition automatically by restoring the occluded region including blind face 

restoration. Initially, a scrupulous image refining technique is utilised to offer the appropriate input to the network in the 

subsequent process. Following the pre-processing stage, a Caffe based Principle Component Analysis (PCA) filtration is 

conducted which uses convolutional architecture for fast feature embedding that collects spatial information and significant 

differentiating characteristics to counteract the loss of information existing in pooling operations. Then a filtration method 

identifies the specific match of the face based on the extracted features, creating uncorrelated variables that optimise variance 

across time while minimising information loss. To handle all the diversification occurring in the image and accurately recognise 

the face with occlusion in any part of the face, a novel Standardized Convolute GAN network is used to restore the image and 

recognise the face using novel Generative Adversarial Network (GAN) networks are modelled. This GAN ensures the normal 

distribution along with parametric optimization contributing to the high performance with accuracy of 96.05% and Peak Signal 

to Noise Ratio (PSNR) of 18 and Structural Similarity Index Metric (SSIM) of 98% for restored face recognition. Thus, the 

performance of the framework based on properly recognizing the face from the generated images is evaluated and discussed. 
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1. Introduction 

In the era of ubiquitous imaging, that comprises 

numerous basic products including surveillance systems 

with built-in imaging sensors, an increasing number of 

photographs are being taken in unrestricted settings Guo 

et al. [3]. Face photos are one of the most prevalent 

kinds of pictures we encounter every day, but they 

frequently become degraded due to a number of 

problems, such as low resolution, blur, noise, 

compression, etc., or a mixture of these factors Almabdy 

and Elrefaei [1]. On the other hand, accurate face photos 

are essential for tasks like facial recognition software 

and human perception. Face restoration and recognition 

is therefore a demanding although promising field of 

research in computer vision Loussaief and Abdelkrim 

[12]. 

Face Recognition is a biometric system application 

for identifying and verifying faces. A Face Recognition 

system must be able to detect or classify a non-

cooperative face in an unmanaged scenario without the 

subject's knowledge Wang et al. [19]. Face recognition 

algorithms, on the other hand, were severely challenged 

by the diversity of the surroundings and scenarios. 

Although some amount of reliability has been reached 

by current automated identification techniques, many 

real-world applications place limitations on their 

performance Zeng et al. [21]. The biggest challenges in 

recognising faces stem from the wide range of 

characteristics imposed by disparities in acquisition 

conditions. The complexity of recognising the subjects 

in a multitude illumination environment and poses 

Wang et al. [18]. 

Since it seeks to reconstruct a precise and accurate 

face features from a damaged insight, face image 

restoration has attracted a lot of attention. Because of 

the unknown and complex degradation of Low Quality 

(LQ) face imagery in the wild Navabifar and Emadi 

[14], Blind Face Restoration (BFR) involving occlusion 

remains a challenging research problem despite 

substantial advancements Lee et al. [7]. A variety of 

BFR methods have been proposed employing spatial 

transformer networks Yu et al., [20], exemplar pictures 

Li et al. [10], 3D facial priors Hu et al., [5], including 

facial component dictionaries Li et al., [9] to recover a 

High-Quality (HQ) face image with photo-realistic 

textures from a Low-Quality (LQ) face image. Recent 

advancements in carefully constructed architecture as 

well as the application of relevant prior offenses in deep 

neural convolutional networks have increased the 

credibility and acceptability of the restoration findings. 

The blind restoration issue cannot be resolved because 
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real LQ pictures frequently have complex and varied 

distributions which are challenging to synthesise despite 

great advances Karras et al. [6]. Reference-based 

techniques, which use a reference prior in an image 

restoration job to enhance network learning and 

decrease the channel's reliance on degraded input, have 

been presented as a solution to this issue Zhao and Qi 

[22]. 

Contrary to traditional image restoration, face 

restoration can restore features of face elements even if 

the images are significantly damaged by using prior 

information of the face. As a result, a number of recent 

studies on face super resolution use facial prior 

information to improve performance using techniques 

including parsing maps, face landmarks, or 

identification prior. The majority of these techniques 

use an encoder-decoder structure to acquire a direct 

black-box mapping from LQ to HQ images, following 

the standard image restoration approach Zhao and Qi 

[23]. 

Currently, the majority of this technology's related 

work focuses on identifying un-occluded facial 

expression images. However, in reality, partial 

obstruction of the image acquisition device's collection 

of facial expression image features by hands, glasses, 

masks, as well as other things is common. By preventing 

the retrieval of expression characteristics, these 

occlusions can decrease the precision of expression 

recognition Lin et al. [11]. The need of the present is for 

a system that can properly recognise expression under 

occluded conditions. Thus this paper works on 

developing a robust recognition approach which can 

solve the difficulty of face identification under 

occlusion with blind face restoration once the obstacles 

like illumination and noise are solved using following 

contributions, 

• Scrupulous image refining technique is utilised that 

extracts the input, detects the face, and performs 

optimised processing of the requisite part of the 

image, enabling the complexity of processing 

unwanted regions to be deduced at an early stage.  

• An optimal Caffe based Principal Component 

Analysis (PCA) filtration is conducted in which 

collects spatial information and significant 

differentiating characteristics to counteract the loss 

of information, provides the information of occlusion 

and identifies the specific match, creating 

uncorrelated variables that optimise variance across 

time. 

• A novel standardized convolute GAN network is 

used to restore the image and recognise the face 

where the normal distribution along with parametric 

optimization contributing to the high performance for 

restored face recognition. 

• Finally, this research work has been organised as 

follows: the conventional technique surveys are 

covered in section 2, the proposed method is covered 

in section 3, section 4 gives the performance and 

overall comparative results and section 5 provides 

the conclusion obtained from the research study. 

2. Literature Survey 

With the rapid growth of Convolution Neural Network 
(GAN) approaches, some methods for reconstructing 

faces from extremely low-resolution inputs have 

recently been developed. Lu et al. [13] proposed a 

WGAN-based occluded FER technique. This strategy 

consists of one generator and two discriminators. The 

generator network implements the occluded area under 

the twofold constraint of the weighted reconstructing 

with triplet loss parameters proposed in this study. 

Based on the initial un-occluded photos as well as the 

generated complementing pictures, an unnecessary area 

occluded image is additionally added as the 

discriminator's input. The Wasserstein distance was 

employed by the model to create an adversarial loss 

function among the produced complemented pictures, 

which improved the system's capacity to extract 

features. To finish the expression identification process, 

the classification loss function is introduced. However, 

for obtaining optimal recognition, the occlusion area 

was limited. 

Sharma and Kumar [17], proposed a new 3D face 

reconstruction method as well as a sequential deep 

learning-based face identification method. It makes 

advantage of the voxels produced by the voxelization 

process. The mid-face plane is used to generate the 

reconstructed point in 3D using the reflection concept. 

A progressive deep learning architecture is developed 

using the reconstructed face to distinguish sexuality, 

feeling, exclusion, and individual. The deep features aid 

the Bidirectional LSTM in generating consistent 

embedding for better classification when combined with 

triplet loss training. The fuzzy c-means clustering 

method helps manage the sparsity of the voxels obtained 

after voxelization at a variety of positions. There is a 

huge loss of information while processing which 

reduces the accuracy. 

Li et al. [8], studied by using Image Gradient 

Orientations (IGO) into robust programming coding. 

However, in the IGO domain, a weight-conditional 

Gaussian distribution as well as a uniform distribution 

can both construct the error distribution in the occluded 

section but also region, respectively, elegantly and 

simply. This research offers a joint probabilistic 

generative design for a novel IGO-embedded Structural 

Error Coding (IGO-SEC) model by including the two 

error distributions and a Markov random field for the 

prior distribution of the occlusion support. Two new 

methodologies-a novel reconstruction technique as well 

as a novel adaptive structural error metric—are 

introduced to enhance the performance of IGO-SEC. 

However, for improved performance, strong error 

coding techniques must be incorporated into deep 
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learning algorithms. 

An encoder network was used by Richardson et al. 

[16] to develop a general image-to-image translating 

system before being fed into a pre-trained generator. 

However, these techniques can only be developed to 

identify non-blind image super-resolution issues. 

Additionally, they did not make any changes to the pre-

trained GAN during training to keep the uniformity & 

simplicity of face operations. This leads to inconsistent 

restoration quality when working with actual LQ face 

photographs with cluttered backgrounds since it is 

challenging to translate a face image with a little 

resolution to a necessary latent coding. 

In this paper, Qiu et al. [15] present a novel 

occlusion-resistant end-to-end deep neural network-

based facial recognition algorithm. Deep CNN may 

learn to recognise damaged characteristics, as well as a 

technique called Face Recognition with Occlusion 

Masks (FROM) cleans them up with dynamically learnt 

masks. Additionally, they produce sizable occluded 

facial images for effectively training FROM. In contrast 

to previous techniques that also employ shallow 

concepts which are less discriminatory than the 

suggested one or external sensors to identify occlusions. 

The network only has focus on occluded image for 

recognition and does not work on quality of the image. 

Zhao et al. [24], recent 3D facial texture restoration 

experiments have mostly ignored occlusions like 

fingers, food that is about to enter the mouth, glasses, or 

other objects while focusing on improving resolutions. 

A deep learning-based strategy for precise 3D face 

restoration that doesn't need sizable 3D databases was 

presented in this paper. The weakly supervised design 

of our method is at its core, decoupling the problem of 

estimating a resilient fundamental shape from the 

process of estimating its mid-level details, which are 

represented here as bump maps. The 3D reconstruction 

framework based on weak supervision driven by the 

contour can build convincing 3D models, according to 

this research. There is a need to recreate the 3D face 

model using self-supervision for better applicability of 

the model. 

Hariri [4] proposed a solid approach based on 

occlusion reduction with deep learning-based 

characteristics to handle the problem of masked facial 

recognition software. First, the area covering the face 

must be taken off. Then, they use three deep CNNs that 

are already trained to extract deep features from the 

retrieved areas. The feature maps are then quantized 

using the Bag-of-features approach to create a tiny 

approximation of a conventional CNN. Lastly, 

multilayer perceptron is used to carry out the 

categorization procedure. To enhance the efficacy, it is 

still necessary to merge deep classifier model with 

additional pre-trained systems. 

However, in Lu et al. [13] the occlusion area was 

limited, in Sharma and Kumar [17] there is a huge loss 

of information while processing. Li et al. [10] still needs 

to include robust error coding models into deep learning 

systems for enhanced performance. When LQ face 

images with complex backgrounds are found, 

Richardson et al. [16] shows unsteady restoration 

quality, Qiu et al. [15] does not work on quality of the 

image, Zhao and Qi [23] needs to recreate the model 

using self-supervision, Hariri [4] need to combine deep 

ensemble models with additional pre-trained models to 

improve accuracy. Thus, there is a need to develop a 

framework which can overcome all the aforementioned 

issue in an optimized way. 

3. Scrupulous CGAN with Caffe 

Framework  

Computer vision enables to detect many objects in any 

scenario which helps in various real time application but 

still face recognition and detection remains a tedious 

process due to the low resolution, blurriness, noise, 

diverse pose and expression and occlusions. Thus, this 

proposal develops a novel scrupulous CGAN with Caffe 

framework as shown in Figure 1, for performing 

accurate face recognition automatically by restoring the 

occluded region including blind face restoration. 

 

 
Figure 1. Proposed architecture diagram. 

Initially, a scrupulous image refining technique is 

utilised that extracts the input, detects the face using the 

viola jones face detection algorithm, and performs 

optimised alignment and cropping of the requisite part of 

the image, enabling the complexity of processing 

unwanted regions to be deduced at an early stage. Then, 

for offering the appropriate input to the network in the 

subsequent process, a dual normalisation of size and 

pixels is performed. In the previous restoration method 

while extracting features there is a loss of information by 

the pooling layers which affects the accuracy of the 

recognition. The recognition system also must be 

automated to handle all the diversification occurring in 

the image and accurately recognise the face with 

occlusion in any part of the face. Hence, following the 

pre-processing stage, an optimal caffe based PCA 

filtration is conducted in which a caffe model is utilized 

that collects spatial information and significant 

differentiating characteristics to counteract the loss of 
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information existing in pooling operations and provides 

the information of occlusion. Then the Principal 

Component Analysis (PCA) method identifies the 

specific match of the face based on the extracted 

features, creating uncorrelated variables that optimise 

variance across time while minimising information loss. 

If the correlation is greater than a threshold, the face is 

recognised and the operation is concluded; otherwise, if 

the image is not recognised, there is occlusion or low 

quality which should be rectified. Moreover, the 

previous conventional models in the literature can only 

handle one particular type of error. There is no method 

to handle all the artefacts and perform a perfect accurate 

recognition for occluded image. A novel Standardized 

Convolute GAN (SCGAN) network is used to restore the 

image and recognise the face where GAN network is 

modelled. SCGAN uses a CNN with a variational 

encoder structure that includes a leaky ReLu activation 

function and a tanh function in the final layer, also a 

standardisation layer is added after each convolutional 

layer to ensure normal distribution, and a convolutional 

kernel is utilised to convolute and de-convolute in an 

optimal way using the Adam algorithm for parametric 

optimization. Then, using VGG19, a discriminator is 

created, and batch normalisation is applied to the 

convolutional layers using the sigmoid function. Thus, 

the SCGAN contributes to the high performance for both 

occluded image with low quality. The face is then 

properly recognised using PCA from the generated 

images. As a result, the suggested framework can be 

used to accurately recognise faces in any type of image 

overcoming the issues faced in prior networks. The 

following section discuss the proposed framework in 

detail under various subsections. 

3.1. Scrupulous Image Refining Technique 

Initially, a Scrupulous image refining technique is 

utilised that extracts the input, detects the face using the 

viola jones face detection algorithm, and performs 

optimised alignment and cropping of the requisite part 

of the image, enabling the complexity of processing 

unwanted regions to be deduced at an early stage as 

shown in Figure 2. Then, to offer the appropriate input 

to the network in the subsequent process, a dual 

normalisation of size and pixels is performed. 

Paul Viola and Michael Jones first presented the 

Viola-Jones face recognition system in 2001. It is the 

initial object recognition platform that provide good 

real-time recognition rate. The Viola-Jones system 

includes three frameworks for detecting face features: 

• The rectangular Haar-like characteristics employed 

for feature extraction are determined by an entire 

picture. 

• Ada boost is a Machine Learnig (ML) approach for 

recognising facial expressions. The classifiers that 

are complex in and of themselves at each level and 

are created from basic classifiers employing any of 

the four boosting procedures are referred to as 

“boosted” classifiers. 

• A cascade classifier was utilised to efficiently merge 

several of the characteristics. The numerous filters on 

a subsequent classifier are determined by the 

classifier's “cascade.” 

 

Figure 2. Flow chart of scrupulous image refining technique 

algorithm. 

3.1.1. Haar Feature Extraction 

Viola Jones' technique use rectangular characteristics 

rather than pixels. Ad hoc domain knowledge cannot be 

encoded using a limited amount of training data. This 

issue can be solved by using rectangular features. 

The difference between the pixel summations within 

of two rectangular zones is known as the “two rectangle 

feature.” As a result, three rectangle characteristics 

denote the total of two peripheral rectangular regions 

less the addition of a centre rectangle. You can 

differentiate among diagonal pairs of rectangles using a 

four-rectangle function. 

The integral images at positions x, y contains the total 

of the pixels above but to the left of x, y, inclusive: 

 
𝑖𝑖(𝑥, 𝑦) = ∑  𝑥′≤𝑥,𝑦′≤𝑦 𝑖(𝑥′, 𝑦′)     

 

The following pair of recurrences may be used to 

compute integral images in one pass over the original 

image: 

𝑠(𝑥, 𝑦) = 𝑠(𝑥, 𝑦 − 1) + 𝑖(𝑥, 𝑦) 

𝑖𝑖(𝑥, 𝑦) = 𝑖𝑖(𝑥 − 1, 𝑦) + 𝑠(𝑥, 𝑦) 

Here, s(x,y) means the cumulative row sum. 

With four array references in rectangle D, it is 

possible to calculate the pixels' total number. These are: 

the integral image value at position 1 is allocated as the 

sum of the pixels in the rectangle designated as A, and 

position 2 is determined by the value at position A+B. 

(1) 

(2) 

(3) 
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A+C is the value at position 3, while A+B+C+D is the 

value at position 4. The total within D is calculated as 

4+1-(2+ 3). A two-rectangle feature is computed at any 

size using six array references.  

3.1.2. Ada Boost for Feature Selection 

For feature selection and classifier training, variant Ada 

Boost is utilized. It creates a classifier that is stronger by 

combining a number of weak classification algorithms. 

The weak learner needs to overcome a number of 

learning challenges. The examples are reweighted after 

the initial learning phase. The re-weighting method 

corrects for the less accurate classifications made by the 

prior wealth classifier. The final classifier uses a 

perceptron's structure and is powerful. 

Given example images xi and labels y={0, 1}, let us 

initialize weights according to the following equation: 

 

𝑤𝑖,1 =
1

2𝑚
,

1

2𝑙
   

 

Where m and l respectively mean the number of negative 

and positives. For t=1,…,T, we normalize the weights: 

𝑤𝑡,𝑖 ←
𝑤𝑡,𝑖

∑  𝑛
𝑗=1  𝑤𝑡,𝑗

   

 

Afterward, it select the min-error classifier ℎ𝑡, 𝜖𝑡 =
min 𝑓,𝑝,𝜃  ∑𝑖  𝑤𝑖|ℎ(𝑥𝑖 , 𝑓, 𝑝, Θ) − 𝑦𝑖| the weight of xi is 

unaffected if it is erroneously categorized. If not, its 

weight must be changed in accordance with the 

following equaion: 

𝑤𝑡+1 = 𝑤𝑡,𝑖
𝜖𝑡

1−𝜖𝑡
 

3.1.3. Cascaded Classifier 

The final classifier is created by linearly combining 

weak classifiers. Each classifier's performance is 

considered while weighing it: 

 

𝐶(𝑥) = 𝑠𝑖𝑔𝑛 [∑ (log
1−𝜖𝑡

𝜖𝑡
) (ℎ𝑡(𝑥)

1

2
)𝑇

𝑡−1 ]  

 

Note that for 𝜖𝑡 = 0.5, the classifier t fails to participate 

in the combination. 

 The first two features are easy to comprehend in 

terms of face recognition. Ada Boost chooses the area 

around the eyes as her initial characteristic. Typically, 

this area is darker than the area around the cheekbones 

and nose. The eyes, which are frequently darker than the 

nasal bridge, are the second distinguishing characteristic. 

Cascaded classifiers are more effective since they are 

smaller. A classifier of this kind rejects the majority of 

negative sub windows and finds the majority of positive 

ones. Most of the sub windows are filtered out using 

simpler algorithms. Low false positive rates are achieved 

by using more complicated classifiers. 

The rate of false positives for a trained classifier 

cascade 

 
𝐹 = ∏ 𝑓𝑖

𝐾
𝑖=1      

 

Where K is the total amount of classifiers, F is the false 

positive rate across the board, and fi is the false positive 

rate for the i-th classifier. The rate of detection is 

 
𝐷 = ∏ 𝑑𝑖

𝐾
𝑖=1      

 

Where, 𝑑𝑖 is the detection rate of the ith classifier. Thus 

the image is ready to extract the features of occluded face 

efficiently. 

3.2. Caffe based PCA Filtration  

An optimal convolutional architecture for fast feature 

embedding based PCA filtration is conducted in which 

a convolutional architecture for fast feature embedding 

(Caffe) model is utilized that collects spatial 

information and significant differentiating 

characteristics to counteract the loss of information 

existing in pooling operations and provides the 

information of occlusion. Then the Principal 

Component Analysis (PCA) Cao and Liu [2] method 

identifies the specific match of the face based on the 

extracted features, creating uncorrelated variables that 

optimise variance across time while minimising 

information loss. If the correlation is greater than a 

threshold, the face is recognised and the operation is 

concluded; otherwise, if the image is not recognised, 

there is occlusion or low quality which should be 

rectified. 

 

 

Figure 3. Basic caffe model. 

Object detection is a goal shared by computer vision 

and ML. DL established techniques had been effectively 

used in current era to recognise specific items of interest 

in datasets comprising photos, videos, and live-feed 

recordings. We expand on prior research in the field of 

face recognition with the comparatively recent objective 

of facial-mask recognition. Berkeley AI Research 

(BAIR) created the deep learning framework Caffe as 

shown in Figure 3, as a quick and effective object 

identification technique. In the aim of finding faces in 

images and videos, we employed the Caffemodel. This 

jointly functions with the face mask method to categorise 

whether or not the provided faces are wearing masks. 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 
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OpenCV, an open-source computer vision library, offers 

the Caffe model. The Single Shot multi-box Detector 

(SSD) serves as the model's foundation, while the 

ResNet-10 design serves as the backbone network. 

Similar to the You Only Look Once (YOLO) approach, 

the Single Shot multi-box Detector uses Multibox to 

identify several items in a single shot. Next, the 

cv2.dnn.readNet programme was used to load the 

prototxt and Caffemodel files. The model's weights are 

provided by the Caffemodel, and other details about the 

model's architecture were provided via the prototxt file.  

After using the image recognition method, we get the 

amount of faces found, the locations of their individual 

bounding boxes, as well as the degree of confidence in 

those forecasts. We can extract every face from the 

image using this method, and it also enables quick and 

resource-efficient race identification in real time. 

3.3. Standardized Convolute GAN Network 

A novel Standardized Convolute GAN )SCGAN( 
network is used to restore the image and recognise the 

face where two distinct GAN networks are modelled. 

SCGAN as in Figure 4, uses a CNN with a variational 

encoder structure that includes a leaky ReLu activation 

function and a tanh function in the final layer, also a 

standardisation layer is added after each convolutional 

layer to ensure normal distribution, and a convolutional 

kernel is utilised to convolute and deconvolute in an 

optimal way using the Adam algorithm for parametric 

optimization. Then, using VGG19, a discriminator is 

created, and batch normalisation is applied to the 

convolutional layers using the sigmoid function. Thus, 

the SCGAN contributes to the high performance for 

both occluded image with low quality. The face is then 

properly recognised using PCA from the generated 

images. 

 

 

Figure 4. Process of proposed SCGAN model. 

3.3.1. Generator 

In this study, the generator uses a convolution network 

with a variation auto encoder structure. The encoder 

eploys 12 convolutional layers, one of which is fully 

connected, while the decoder employs 12 de-

convolutional layers, one of which is fully connected. 

Simultaneously, LeakyRelu is employed as the 

activation function in the first 25 levels of the created 

network, while Tanh is utilised in the last layer. When 

the input image is down sampled and reaches the 

bottleneck layer, the image features are compressed to 

1*1*4000 size before the corrected image is formed by 

up sampling. Due to the deep depth of the network in 

this article, the data distribution would progressively 

shift during the picture production process, affecting the 

model's convergence speed and resulting to the 

disappearance of some neural network layers during 

back propagation. As a result, a batch standardisation 

level is included after each convolution and 

deconvolution level to ensure that the input of each layer 

has the same normal distribution, hence accelerating 

network training convergence. To improve the 

generator's performance, a tiny convolution kernel is 

utilised to convolute or deconvolutions the input image. 

A composite layer is created for every two convolutions 

or deconvolutions. In a composite layer, the first 

convolution kernel size is set to 3*3, the step size is 1, 

and the 0 filling term is 1. The image in the coding stage 

is half reduced after passing through a composite layer, 

and the image in the decoding stage is twice enlarged 

after passing through a composite layer. The objective 

of neural network training is to optimise model 

parameters via back propagation to minimise the value 

of the loss function. The Adam method is used as the 

parameter optimization algorithm in this paper's 

generator model. The Adam algorithm, published in 

2015, is a parameter optimization approach that 

combines the Momentum and AdaGrad algorithms to 

achieve an efficient search of parameter space. Figure 2 

depicts the picture correction procedure of this 

generator. 

3.3.2. Discriminator 

The discriminator utilised in this work is based on 

VGG19 and contains of 13 convolution layers and 5 

pooling layers. A batch standardisation layer is added to 

the middle 11 convolution layers to improve the 

discriminator's stability. The last layer employs the 

Sigmoid function to determine the likelihood that the 

input image is genuine. Thus, the proposed SCGAN 

performs perfect face recognition with image 

restoration for occluded images. The next section 

clearly explains the implementation details and results 

obtained from the proposed method. 

4. Result and Discussion 

The proposed Scrupulous SCGAN with Caffe 

framework is implemented in Python. The output of the 

implementation and the results obtained are discussed in 

this section. 

4.1. System Configuration 

The system configuration selected for implementing the 

proposed SCGAN model in Python 3.9 is provided in 

Table 1. The Intel Core i5 processor is a popular choice 

for general computing tasks and 16 GB of RAM is a 
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good amount for running Python and handling data-

intensive operations. Nvidia GPUs are commonly used 

for machine learning and deep learning tasks, and they 

can significantly accelerate computations for certain 

Python libraries like TensorFlow and PyTorch. A 1 TB 

Hard Disk Drive (HDD) provides ample storage 

capacity for storing your Python scripts, libraries, and 

datasets and it offers faster read/write speeds and can 

significantly improves overall system performance. 

Windows 10 is a widely used operating system that is 

compatible with Python and its various libraries. 

Table 1. The configuration of the system used in implementation of 

proposed method. 

Processor Intel Core i5, V generation  

RAM 16 GB 

Graphics Nvidia 

HDD 1 TB 

OS Windows 10 

Tool Python 3.9 

4.2. Dataset Description  

A library of face images called Labelled Faces in the 

Wild (LFW) was utilized to examine the issue of 

occluded face identification. The dataset used in this 

research was built by the scholars of University of 

Massachusetts, Amherst. Then the faces in the images 

was detected using Viola Jones face detector, totally 

5,749 persons in 13,233 images that were acquired from 

the internet. The datset contains two or more different 

images of 1,680 of the individuals. The database 

includes three distinct kinds of “aligned” images in 

addition to four separate sets of LFW images with deep-

funnelled version. The dataset contains a variety of 

occlusions, such as sunglasses, scarves, and hats, 

making it suitable for evaluating occluded face 

recognition algorithms captured in challenging 

scenarios. It primarily consists of unconstrained, in-the-

wild face images captured under various conditions, 

including variations in pose, lighting, expression, and 

background. 

4.3. Implementation Results  

In this research, we use Python 3.9 platform to build an 

improved generative adversarial networks model. 

During the training, we use Adam optimizer with a 

learning rate of 0.002 to optimize the model parameters, 

and carry out 100 cycle iterative training on 13,233 face 

image training set. Before the training set is loaded into 

the model, the image is pre-processed using Scrupulous 

image refining technique. There are 5, 749 identities 

represented in 13, 233 images in the LFW collection. To 

produce the test set, the images are pre-processed after 

the training dataset and a ratio of 3:1 is considered in 

splitting the dataset for training and testing. Then, each 

model receives the occluded face images as shown in 

Figure 5. To determine the efficacy of occluded face 

recognition, 6K pairings 3K positive pairs and 3K 

negative pairs are identified from among them using 

CAFFE based model. In this paper, the data loader 

function is used to obtain image data, in which the batch 

size is set to 4 and shuffle is set to true, so that the 

sequence of four image data of the same batch in 

different periods can be randomly scrambled to reduce 

the impact of input sequence on training using PCA. 

 

 

Figure 5. Processing of single image using the proposed framework. 

4.4. Ablation Study 

This research performed an ablation study on the effect 

of specific components of the SCGAN model. Starting 

from the original GAN (+Variational Encoder (CNN) + 

Standardisation Layer+Adam Optimization + activation 

layer), we gradually inject our modifications on the 

generator (adding Variational Encoder (CNN)), 

discriminator (VGG), and the loss (Standardisation 

Layer+Adam Optimization+activation layer). The 

results are summarized in Table 2. The results show that 

all our proposed components steadily improve both 

PSNR and SSIM. In particular, the Variational Encoder 

(CNN) + VGG module contributes most significantly. 

Also, adding PCA benefits both training stability and 

final results. 

Table 2 . Ablation study on the LFW dataset, based on DeblurGAN-

v2. 

Model PSNR SSIM 

GAN  20.70  0.927  

+ Variational Encoder (CNN) 20.26  0.931  

+ Variational Encoder (CNN) + VGG 20.29  0.932  

+ Variational Encoder + VGG + 

Standardisation Layer + Adam 

Optimization  

19.37 0.943  

GAN (+ Variational Encoder (CNN) + 

VGG + Standardisation Layer + Adam 

Optimization + activation layer)  

19.55  0.954  

GAN (+ Variational Encoder (CNN) + + 

VGG Standardisation Layer + Adam 

Optimization + activation layer) + PCA 

18.01 98 

4.5. Performance Metrics 

The depicted Figure 6 shows the overall performance of 

the proposed model based on accuracy, Peak Signal to 

Noise Ratio (PSNR) and Structural Similarity Index 

Metric (SSIM). The proposed model has achieved 

accuracy of 96.05% and PSNR of 18 and SSIM of 98%. 
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Thus proving the better working of the proposed model. 

Also the following section proves the model with 

comparative analysis with conventional method. 
Convolutional GANs are capable of developing realistic 

faces with a variety of occlusion patterns. The 

discriminator network picks up crucial traits and 

patterns associated with occlusions as it learns to 

differentiate between real and fake faces. Face 

recognition models can increase their capacity to detect 

and recognise faces, even in the presence of occlusions, 

by utilising these acquired characteristics to establish a 

strong knowledge of occlusion changes. This upgraded 

information gives the model the ability to identify and 

match faces even when they are partially obscured, 

enhancing recall, accuracy, and precision in occluded 

instances. 

 

Figure 6. Overall performance of the proposed model. 

The loss obtained from generator of the proposed 

GAN has been determined and depicted in Figure 7. As 

it is being trained, the discriminator separates the 

generator's actual information from its phoney data. It 

punishes it for mistakenly classifying a genuine example 

as phony or a false instance as real by maximising the 

following mechanisms. 

 

Figure 7. Loss obtained from generator of the proposed SCGAN. 

𝛻𝜃𝑖

1

𝑚𝑛
∑  

𝑚

𝑖=1

[𝑙𝑜𝑔 𝐷(𝑥(𝑖)) + 𝑙𝑜𝑔 (1 − 𝐷 (𝐺(𝑧(𝑖))))] 

• log(D(x)) Refers the likelihood that the generator is 

correctly recognizing the real image. 

• Maximizing log(1-D(G(z))) would improve in its 

ability to accurately classify the fake images 

produced by the generator. 

 

Figure 8. Loss obtained from generator of the proposed SCGAN. 

As it learns, the generator recognises random noise 

and generates a result from it. The outcome is then sent 

to the discriminator, which determines whether it is 

“Real” or “Fake” dependent, the loss obtained by the 

discriminator is given in Figure 8 which shows how 

accurately it is able to classify them apart. 

The discriminator's classification is then used to 

calculate the generator loss; if the generator is effective 

in deceiving the discriminator, it is awarded; if not, it is 

penalised. 

Reduce the value of the given equations to train the 

generator: 

∇𝜃𝑔

1

𝑚
∑  

𝑚

𝑖=1

log (1 − 𝐷 (𝐺(𝑧(𝑖)))) 

4.6. Comparison Metrics  

To conduct a quantitative analysis of the restored and 

real face, they are utilized in this research. The basis for 

PSNR is the assessment of error-sensitive image 

quality. The restored face is more closely related to the 

original face the higher the value. With regard to image 

structure, brightness, and contrast, SSIM assesses the 

ability of image restoration. 

 

Figure 9. Comparison of proposed method based on SSIM obtained. 

The impact of image restoration is improved by 

increasing the SSIM value, which ranges from 0 to 1. As 

shown in Figure 9, when the occluded area exceeds 50%, 

the proposed framework can repair the face, but the 

restoration impact is subpar, the repair trace is evident, 

(10) 

(11) 



Scrupulous SCGAN Framework for Recognition of Restored Images with Caffe based PCA ...                                                115 

and the occluded region and the non-occluded area have 

obviously different colours after repair.  

 
Figure 10. Comparison of proposed method based on PSNR 

obtained. 

However, the facial expression recovered using this 

technique is complete, natural, and remarkably identical 

to the actual face as the PSNR value is lower than 20% 

as shown in Figure 10. When the face occlusion area is 

50%, it can be shown that the restoration impact of the 

approach in this study is still much larger than that of the 

proposed framework, maintaining strong resilience. 

 

Figure 11. Comparison of proposed method based on accuracy 

obtained 

Greater AUC indicates that the model does a superior 

job of separating the positive and negative groups. AUC 

values obtained are above 95% as shown in Figure 11, 

which suggests that the model successfully differentiates 

between the classes, while the values attained by the 

previous methods shows that the model has less 

discriminatory capacity than the proposed system. 

5. Conclusions 

This research presented a novel Scrupulous CGAN with 

Caffe framework for removing face image occlusion. 

Without knowing the nature or locations of the 

occlusions beforehand, the research has shown that the 

proposed framework can successfully denoise images 

that have been distorted by various forms of occlusions. 

The proposed framework was developed in Python 3.9 

and evaluated using Labelled Faces in the Wild (LFW) 

benchmark database. The framework was validated with 

accuracy, the peak signal to noise ratio (PSNR) and 

Structural Similarity Index (SSIM) and proved to 

perform superior in all aspects. The proposed model has 

achieved accuracy of 96.05% and PSNR of 18 and 

SSIM of 98%. The loss of the discriminator and the 

generator of the proposed SCGAN was found to be very 

low. Also, the results obtained were compared with 

existing work and outperformed it all aspects. However, 

considering the performance of the computer, this 

experiment can further use cuda function to load all the 

processed data and models to GPU, which can speed up 

the training. 
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