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Abstract: In Cloud Computing (CC) environment, requests of user are maintained via workloads that are allocated to Virtual 

Machines (VMs) using scheduling techniques which primarily focus on reducing the time for processing by generating efficient 

schedules of smaller lengths. The efficient processing of requests also needs larger usage of resources that incurs higher 

overhead in the form of utilization of energy and optimization of cost utilized by Physical Machines (PMs). Assignment of VMs 

optimally in the environment of CC for jobs submitted by users is a challenge. In order to obtain better solution involving 

scheduling of jobs to VMs, considering two parameters utilization of energy and cost, we present a dual-objective approach for 

VM allocation with improved scheduling of jobs in CC environment. The proposed work aimed to build a dual-objective 

scheduling model for improved job scheduling, focusing on minimization of cost and utilization of energy at a time. For 

evaluating performance of dual-objective approach, we utilized two types of benchmark datasets and compared with existing 

approaches such as Whale, Artificial Bee Colony (ABC), Particle Swarm Optimization (PSO) and Metaheuristic Dynamic VM 

Allocation (MDVMA) techniques. The results obtained from simulation demonstrated that dual-objective approach performs 

better in the form of minimization of utilization of energy and cost. 
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1. Introduction 

Cloud Computing (CC) keeps on altering the advanced 

world through its proficient practical IT solutions. It has 

changed the method of computing in our everyday 

existence by giving storage and resources for 

computations to its clients. It started through 

advancement of equipment, distributed computing, 

Internet, and management of frameworks. Despite the 

dependency on conventional and parallel computing 

models [4], it keeps on assuming its part for the state-

of-the-art advancements like edge computing and 

Internet of Things (IoT) [10]. Involving multi-

occupancy for sharing of resources and flexibility for 

dynamic scaling of resource assignment makes CC 

achieve a satisfactory use of resources for any 

organizations possessing the cloud [1]. By and large, the 

environment of clouds offers services via various 

flavours such as Software as a Service (SaaS), Platform 

as a Service (PaaS) and Infrastructure as a Service 

(IaaS) [33]. 

With higher utilization of resources, corresponding 

cost will also advance. Also, the expanded data center 

deployments in CC environments with strong servers 

has maximized utilization of energy. It has in turn 

increased cost as well as polluted global environment  

 
through emissions of excess carbon contents [12, 21], 

hence making it deficient for green environment. 

Various strategies of scheduling for productively 

handling customer demands by mapping them to Virtual 

Machine (VM) are existing in a cloud-based 

environment. The pictorial representation of a typical 

CC environment along with physical equipment 

associated into datacenters given in Figure 1, where 

every Physical Machine (PM) is described with CPUs 

or cores, RAM, storages, power and bandwidths. The 

use of datacenters resources results in utilization of 

energy and costs. 

 

Figure 1. Overview of typical CC environment. 

https://doi.org/10.34028/iajit/21/1/4
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The VMs possessing virtualized resources are 

allotted to PMs available in datacenters. This 

assignment is performed by taking in to consideration 

the expected virtual resources by a VM and resources 

available in host. The demands of customers are 

arranged as cloudlets, are executed by VMs. The 

cloudlets mapping to satisfactory VM is consequently 

critical for handling requests from users proficiently. 

Notwithstanding the efficient reaction to requests of 

users [14], scheduling mechanism should also target 

limiting costs related to usage of resources and the 

utilized energy by PMs hosting VMs. A few techniques 

in [3, 22, 34] likewise aim reduction of cost in cloud 

environment via compelling strategies of scheduling. 

Nonetheless, these mechanisms don't focus to 

simultaneously reducing of energy utilization to help 

green CC environment. 

An effective method for scheduling of job is 

considered as perhaps the most critical technique to 

address issues of reduction of utilization of energy and 

cost in datacenters of the cloud. Job scheduling 

technique tries to schedule jobs submitted by users to 

explicit VMs determined to streamline the goals such as 

maintenance of throughputs, energy utilization 

minimization while guaranteeing service level 

agreements and service qualities required [23]. 

A few techniques have been created to address 

scheduling of jobs involving heuristic and metaheuristic 

techniques. Heuristic techniques are utilized to 

designing of a particular type of scheduling issues, 

while metaheuristic strategies are utilized for obtaining 

close to ideal solutions. Metaheuristic strategies could 

be utilized in three ways to take care of job scheduling 

issues like single objective scheduling, multi-level 

objective as single objective, and multi-level objective 

as multi-objective scheduling techniques [8, 27]. Single 

objective techniques, at a time, tries to upgrade just a 

single objective from a bunch of objectives. Multi-level 

objective techniques try to enhance various objective 

capacities by consolidating them into a solitary 

objective process. 

In our work, primarily focused to formulate job 

scheduling issue as multi-objective issue, whereas 

existing works majorly concentrated on metaheuristic 

techniques for the optimization of multiple or single 

objectives during cloud-based scheduling of jobs. We 

concentrate on building a metaheuristic model based on 

multiple objective strategy in obtaining optimized 

solutions for scheduling jobs guarantying minimized 

cost and utilization of energy for the execution of set of 

jobs in cloud VMs. Benchmark data sets are used for 

evaluating our work and also the results are analysed 

and compared with some of the methodologies existing. 

2. Related Work 

Numerous researchers worked on heuristic techniques 

for taking care of problem of scheduling jobs in CC 

environment. The heuristic techniques basically 

concentrate on obtaining an ideal or nearly optimized 

solutions [13]. Those techniques, which are problem-

based [9], investigate search space for tracking down 

the better solutions by making use of problem’s 

features. Many of heuristic techniques have been 

created and utilized in cloud environment for 

scheduling the jobs which are not dependent. 

Consolidation of workload is a stage in Cloud server 

where jobs are designated among accessible hosts so 

that an insignificant number of hosts is utilized and 

clients require as far as service level arrangement is 

satisfied. To accomplish consolidation of workloads, 

hosts are split between three categories in light of their 

usage specifically normal, underloaded and overloaded 

hosts. The Patel and Patel [26], presented host 

utilization aware technique for underloaded host 

recognition and putting its VMs on different hosts in a 

unique CC environment and contrasted this technique 

with existing ones and with experimental investigations. 

Works in paper [19] also expects to give an image of 

energy productivity in distributed computing and also 

groups heuristics-based enhancement strategies and the 

unique procedures for energy management. 

A few researchers have presented different energy-

productive techniques for diminishing the energy 

utilization in datacenters. Nature-inspired technique is 

one of them. Work in paper [32] presents an extensive 

survey of best-in-class Nature-inspired techniques 

recommended for addressing energy problems in cloud 

datacenters. A scientific categorization is followed 

concentrating on three critical aspects in the survey 

containing energy awareness, consolidation and 

virtualizations. 

The work in [35] set forth an energy productive based 

job scheduling issue subject to general job delay in view 

of alternating direction method of multipliers, in a 

network fitted with edge nodes as well the cloud. The 

work likewise tended to the concerns on protection 

disclosures in the transmission of information among 

IoT gadgets and adapt differential security to many-

sided optimization related issues. In order to establish a 

superior solution for load balancing challenges in CC, 

having broad information, a hybrid framework was 

proposed [18] that makes categorization on quantity of 

documents present in cloud utilizing formatting of file 

types. The classification is achieved utilizing support 

vector machine approach [5], by taking in to 

consideration different document formats, for example, 

sound, video, texts, and pictures in cloud. Targeting on 

cloud applications which are computation-based, the 

work at [20] presented insightful strategies to settle 

down the two open issues. 

On comparative lines, multi-objective Whale 

optimization technique is created for scheduling of job 

for a CC environment in [28]. Reddy and Kumar [28] 

tried to scheduling jobs based on parameters of fitness, 

depending on three circumstances, to be specific, 
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service quality, energy and usage of resources. They 

showed that by taking in to consideration these three 

boundaries, execution time of job and cost of VMs 

could be limited by utilizing multi-objective Whale 

Optimization technique. The productivity of their 

proposed strategies relies on parameters of fitness. 

Sreenu and Sreelatha [30] proposed a methodology 

called W-scheduler for tackling job scheduling issue 

utilizing a coordinated methodology of multi-objective 

framework and whale optimizing technique. W-

scheduler includes the calculation of value of fitness by 

calculating cost-based functionality of memory and 

CPU. 

Sanaj and Prathap [29] presented a structure for map-

reduce and a coordinated methodology for proficient 

scheduling of jobs in light of genetic methods and whale 

optimization technique. Initially proposed to extricate 

job related features, minimised further and pool of jobs 

are partitioned into various sub jobs utilizing map-

reduce mechanism. Jena [17] proposed an Artificial Bee 

Colony (ABC) methodology for improving energy use, 

cost, processing time and resource utilization in CC 

environment. Jena [17] suggested to appoint a 

timestamp to jobs submitted by users on arrival and 

keep a queue to serve jobs on the basis of first in first 

out. Jobs are allotted to appropriate datacenters by 

utilizing multi-objective ABC technique. 

The works at [31] suggested a Particle Swarm 

Optimization (PSO) approach in view of simulation-

based social conduct of bird running to take care of 

multi-objective improvement issue. Suresh et al. [31] 

termed every solution as a particle and changed its 

location in search page according to its experience of 

flying and adjoining particles. Omkar et al. [24] 

suggested an incorporated methodology in light of 

quantum acted PSO and vector assessed PSO 

techniques for tackling multi-objective optimization 

issue as single objective issue. They tracked down 

suitable loads to objective functionalities to calculate 

fitness value as a solitary objective value. However, this 

arrangement needs ensuring the convergence globally 

and that is settled utilizing quantum acted PSO 

technique that make use condition of particle with wave 

functionality rather than speed and location of particles. 

Alsadie [2] present a Metaheuristic Dynamic VM 

Allocation (MDVMA) technique for job scheduling in 

a CC environment. MDVMA concentrate on building a 

metaheuristic technique for improving job scheduling 

with target of reducing utilization of energy, cost and 

makespan at a time to boost service providers of clouds 

according to the needs. 

In our proposed work, in this paper, initially we 

frame mathematical representations for calculation of 

cost and energy utilization of scheduling a job in 

datacenters of cloud. The problem of scheduling a job is 

framed as dual-objective optimization problem 

containing utilization of energy and cost as objectives 

with respect to the user constraints such as deadline of 

run time. In order to reduce cost and utilization of 

energy at a time, non-dominated sorting genetic 

technique [7] is utilized to perform dual-objective 

optimization for scheduling a job. The simulation of 

work is done in CloudSim simulating environment, 

making use of benchmark datasets and results are 

compared with existing four approaches such as Whale, 

ABC, PSO, and MDVMA that are discussed above. 

3. Proposed Method and Datasets 

In this section, methodologies to implement the 

contribution of our work is discussed. The proposed 

dual-objective framework consists of several 

components and steps. Firstly, the problem formulation 

is discussed, including the definition of objectives, 

identification of constraints and variables. The 

mathematical model is designed to integrate the 

objectives, decision variables, and constraints. An 

optimization algorithm is chosen and customized to 

solve the dual-objective optimization problem 

efficiently. The framework is evaluated using 

benchmark datasets, and a comparative analysis is 

performed with existing approaches to demonstrate its 

superiority. 

The method proposed is pictorially represented in 

Figure 2, containing four primary components, 

involving optimized utilization of energy, expenses 

incurred for services of the cloud, and makespan, for the 

allocation of jobs J={Job1, Job2, Job3, … Jobn} upon the 

virtual machines V={VM1, VM2, VM3, … VMk} in the 

environment of CC. The proposed framework contains 

three major functional components such as calculation 

of energy utilization, Estimation of Jobs and Jobs 

scheduling. 

 

Figure 2. Proposed dual-objective framework. 
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(2) 

The calculation of energy utilization component will 

make use of dynamic voltages frequency scaling-DVFS 

technique [2] for calculating energy utilization of VMs 

in the environment of cloud. This technique gives 

utilization of energy by every resource executing at 

various frequencies of voltage, described 

mathematically in Equation (1) below. 

𝐸𝑛𝑒𝑟𝑔𝑦 𝑈𝑡𝑖𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 = 𝛽 ×  𝑉𝑜𝑙𝑡𝑎𝑔𝑒2 × 𝐹𝑟𝑒𝑞𝑊𝑜𝑟𝑘 

The utilization of energy is calculated utilising voltage 

level of every piece of jobs Jobi , working frequency and 

a constant, a factor of frequecny and capacitance of 

load, with varying values between 0 and 1. The overall 

utilization of energy for completion of job is calculated 

using a mathematical model given in Equation (2) 

below, where CTimej is time of completion for the job 

Jobi for a given VM.  

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝐸𝑛𝑒𝑟𝑔𝑦 𝑈𝑡𝑖𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 ∑ 𝛽 × 𝑉𝑜𝑙𝑡𝑎𝑔𝑒2 × 𝐹𝑟𝑒𝑞𝑊𝑜𝑟𝑘

𝑘

𝑗=1
× 𝐶𝑇𝑖𝑚𝑒𝑗 

The work done here also concentrate on building a 

model for scheduling of jobs depending on evaluating 

parameters such as energy utilization, completion time 

of job, cost, makespan, waiting time of job and rate of 

failure [15], for the optimization of multiple objectives. 

In this work, we intend to concentrate on energy 

utilization and cost as metrics for evaluating the 

technique proposed. 

The Estimation of jobs component calculates the 

utilization of energy using mathematical model given in 

Equation (2). 

The cost is amount of spending computational 

resources for the execution of a job, which is 

mathematically modelled using Equation (3), with time 

for execution of the job (TEj), cost of computational 

resources per time unit (CRj), time for completion (TCj) 

and time required for transferring the job (TTj). 

𝐶𝑜𝑠𝑡 = ∑(𝑇𝐸𝑗 × 𝐶𝑅𝑗) + ∑(𝑇𝐶𝑗 × 𝑇𝑇𝑗)

𝑛

𝑗=1

𝑛

𝑗=1

 

One more important component in proposed 

framework, Jobs scheduling, performs optimal 

scheduling of jobs J={Job1, Job2, Job3, …, Jobn} upon 

the virtual machines V={VM1, VM2, VM3, …, VMk}, 

and optimizes objectives by establishing the interactions 

between Jobs and VMs. This component targets to 

schedule jobs to VMs by achieving lower utilization of 

energy and costs based on resource availabilities and 

capacity of PMs. Along with user job requests, the Jobs 

scheduling component receives as input, utilization of 

energy and costs, and appropriate job schedules are 

obtained on particular VMs by applying metaheuristic 

mechanism. 

As a part of optimization technique, obtaining better 

solution, require evaluating criteria to analyse entire 

solutions feasibly in searching space. The environment 

of CC may contain multiple criteria for evaluation that 

requires to be simultaneously optimized, such as 

reduction of energy utilization and reduction of cost. 

This job scheduling issue is formulated as a dual-criteria 

optimization problem which makes optimization of 

energy utilization and cost synchronously. An advanced 

form of non-dominated sorting genetic mechanism [2] 

is applied for obtaining optimized solutions for dual-

criteria job scheduling problem. The dual-criteria 

functions can be mathematically modelled as given 

below. 

𝑅𝑒𝑑𝑢𝑐𝑒 (𝑈𝑡𝑖𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝐸𝑛𝑒𝑟𝑔𝑦) = ∑ 𝑈𝐸𝑗𝑘 

where UEjk is utilization of energy for running job Jj on 

VM Vk. 

Reduce (Cost)=∑ (𝑇𝐸𝑗 × 𝐶𝑅𝑗) + ∑ (𝑇𝐶𝑗 × 𝑇𝑇𝑗)𝑛
𝑗=1

𝑛
𝑗=1  

As per the required constraints of system design, every 

job J must be allocated to one VM, Job’s deadline must 

be fulfilled by time of completion of every job, VM’s 

maximum capacity should not be exceeded by the 

resource need of entire jobs on a VM. The Allocation of 

Jobs component in proposed framework, allocates the 

schedule selected to VM, with evaluating parameter’s 

values optimized. The functionality of job schedule 

selected may be opted manually by experts or 

automatically depending on characteristics of CC 

environment. 

• Dataset preparation: to evaluate performance of the 

techniques proposed and comparative analysis, the 

two existing datasets synthetic and HCSP [16] are 

utilized. This benchmark dataset contains various 

types of VM instances and jobs, and uniformly 

distributed technique is followed to produce 

numerous dataset instances where the attributes of 

instances are described in the form of heterogeneity 

of resources and jobs, and consistency. The attributes 

are represented in the form of C-JR [16], which are 

uniformly distributed, where ‘C’ is type of 

consistency having values as Consistent Fully (CF), 

Consistent Partly (CP) and Inconsistent (IC). The 

fields ‘J’ and ‘R’ describes job and resource 

heterogeneities respectively, where higher and lower 

values are taken by both job and resource 

heterogeneities. In our result illustrations, suppose 

J=1 means that higher value is taken for the job and 

J=0 means lower value for job. Similarly, suppose 

R=1 means that higher value is taken for the resource 

and R=0 means lower value for resource. The Figure 

3 gives detailed summary of attribute values of 

instances of datasets. The proposed research work is 

concentrated on instances which are produced 

uniformly. The HCSP (Heterogeneous Computing 

Scheduling Problem) dataset built based on running 

time for computational matrix k VMs and n jobs, 

which take in to consideration entire heterogeneities 

and consistencies of jobs as well the VMs. The HCPS 

data instances utilized widely for evaluation of issues 

related to scheduling of jobs [11, 25]. 

(1) 

(3) 

(5) 

(4) 



50                                                            The International Arab Journal of Information Technology, Vol. 21, No. 1, January 2024 

 

Figure 3. Data instance attributes. 

For the evaluation of our proposed mechanism, we 

utilized synthetic and HCSP data sets, which are 

produced by making use of pseudo random numbers, 

and generated 128, 256, 512, 1024, 2048 and 4096 jobs 

that are heterogenous and random. As per the 

benchmark, the structures such as (128x4096), 

(256x8192), (512x16), (1024 x 32) and (2048x64) are 

followed, in which 128, 256, 512, 1024 and 2048 are 

count of jobs to be applied to 4096, 8192, 16, 32, and 64 

VMs respectively. 

The produced jobs are described with the notation C-

JR as discussed above in this section. 

For the evaluating purposes we concentrated on two 

levels of heterogeneities higher and lower for jobs, and 

cloud consistencies such as CF, CP and IC. 

In the methodology adapted, firstly we opt for the 

instances in the benchmark data sets, then perform 

execution of jobs by applying proposed scheduling 

strategy, and lastly, calculate the parameters of 

evaluation such as utilization of energy and cost. 

4. Results and Discussions 

The setting up of experimental environment and the 

discussions on results obtained are described in this 

section. The cloud simulations software CloudSim [6] 

is utilized along with synthetic benchmark datasets for 

evaluating proposed technique. CloudSim is majorly 

utilized simulating tool for evaluation of optimization 

mechanisms, which simulates jobs, VMs and data 

centers, supporting strategies for scheduling the jobs 

and various sorts of models for energy utilization with 

dynamic workloads. The suggestive data center for 

simulating IaaS as our cloud model, provides sixteen 

PMs in two categories, every PM containing four VMs 

having three varieties of structures. 

The specifications considered for cloud simulated 

data centers includes 2GB Primary memory, 1TB HDD, 

Time, 10gbps bandwidth and Xen VMM. Three types of 

VMs considered includes small (500 MIPS, 6 PE, 2500 

capacity), medium (1000 MIPS, 9 PE, 8000 capacity) 

and large (1500 MIPS, 25 PE, 35000 capacity). Two 

types of PMs utilized are Host-I (Intel Core 2 Extreme 

X6800 Processor, 4 PE, 28500 MIPS) and Host-II (Intel 

Core i7 Extreme 3960X Processor, 8 PE, 181400 

MIPS). 

To assess the effectiveness of the dual-objective 

scheduling model, the researchers conducted a 

comparative analysis with several existing approaches. 

The evaluated techniques included Whale, ABC, PSO, 

and MDVMA (multi-depot vehicle routing problem 

with multiple ants). These techniques were chosen as 

benchmarks due to their established reputation and prior 

application in similar problem domains. 

Energy utilization refers to the amount of energy 

consumed by the cloud infrastructure to perform various 

tasks and run workloads. We have taken the workloads 

as number of jobs staring from 5 and increasing in steps 

of 5 till 70 and recorded the utilization of energy to 

compare with the various existing approaches. Whereas, 

the cost of job scheduling encompasses the financial 

expenses associated with managing and executing tasks 

within a cloud environment. 

We have taken the workloads for computing cost as 

number of jobs staring from 50 and increasing in steps 

of 50 till 700, recorded the cost and compared with 

various existing approaches. 

Table 1. Synthetic datasets-based comparisons of utilization of 

Energy with existing techniques. 

Number of jobs Utilization of energy by various approaches 

(kwh) 

Whale 

[28] 

ABC 

[17] 

PSO 

[31] 

MDVMA 

[2] 

Proposed 

technique 

5 3.5 4.01 3.01 2.51 1.98 

10 5.25 6.91 4.61 3.72 3.28 

15 7.01 7.81 6.02 4.83 4.49 

20 7.72 9.01 7.01 6.02 5.71 

25 9.1 10.01 8.41 7.14 6.63 

30 10.5 12.00 9.01 7.71 7.24 

40 13.11 14.10 11.41 9.72 8.68 

50 15.55 17.09 13.63 11.71 10.22 

60 18.33 19.59 16.07 14.51 11.85 

70 20.94 21.60 18.51 16.54 13.60 
Overall utilization of energy 111.01 122.13 97.69 84.41 73.68 
Average reduction in energy 

utilization using proposed 

technique 

33.63% 39.67% 24.58% 12.71%  

The performance evaluation of the proposed 

technique is done by comparing utilization of energy 

and cost with existing four techniques such as Whale 

[28], ABC [17], PSO [31] and MDVMA [2] approaches. 

Initially the experimentation is done by making use of 

synthetic datasets and the results of utilization of energy 

for the specific number of jobs with numerous amounts 

of VMs are recorded in Table 1. 

The simulated results ensure that energy utilization 

using proposed approach with respect to considered 

VMs are much lower compared to techniques existing. 

The Table 1 also shows the overall utilization of energy 

for set of workloads given in cloud data center and 

proves that the utilization of energy by proposed 

technique is minimized by 33.63%, 39.67%, 24.58%, 

and 12.71% over Whale, ABC, PSO and MDVMA 

respectively. The graphical comparative analysis of 

performance in terms of utilization of energy of 

proposed techniques is depicted in Figure 4. The 
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produced results demonstrate that utilization of energy 

of proposed technique is at every step of amount of VMs 

is minimal compared to available methodologies for 

scheduling the jobs at data center of cloud. 

 

Figure 4. Comparison of energy utilization of proposed approach 

with existing approaches using synthetic datasets. 

This research work also done the evaluation of 

proposed technique in terms of cost and analysed the 

performance by making use of synthetic datasets and the 

results of cost as a parameter for the specific number of 

jobs with numerous amounts of VMs are recorded in 

Table 2. 

Table 2. Synthetic datasets-based comparisons of cost with existing 

techniques. 

Number of jobs Cost by various approaches 

Whale 

[28] 

ABC 

[17] 

PSO 

[31] 

MDVMA 

[2] 

Proposed 

technique 

50 98 163 79 63 57 

100 175 225 150 112 104 

150 263 313 238 200 188 

200 351 401 326 288 234 

250 439 489 414 376 326 

300 527 577 502 464 412 

400 703 753 678 640 593 

500 879 929 854 816 763 

600 1117 1167 1092 1054 924 

700 1363 1413 1290 1255 1120 

Overall cost 5915 6460 5623 5268 4721 

Average reduction in cost 

using proposed technique 

20.19% 26.92% 16.05% 10.39%  

The simulated results ensure that cost using proposed 

approach with respect to considered VMs are much 

lower compared to techniques existing. The Table 2 also 

shows the overall cost for set of workloads given in 

cloud data center and proves that the cost by proposed 

technique is minimized by 20.19%, 26.92%, 16.05%, 

and 10.39% over Whale, ABC, PSO, and MDVMA 

respectively. The graphical comparative analysis of 

performance in terms of cost of proposed techniques is 

depicted in Figure 5. The produced results demonstrate 

that cost of proposed technique is at every step of 

amount of VMs is minimal compared to available 

methodologies for scheduling the jobs at data center of 

cloud. 

 

Figure 5. Comparison of Cost of proposed approach with Existing 

approaches using Synthetic Datasets. 

The second benchmark dataset considered in this 

experimentation is HCSP dataset. 

We have done the evaluation of proposed technique 

for utilization of energy and cost using HCSP datasets, 

analysed and compared the results with identified 

heuristic techniques such as Whale [28], ABC [17], PSO 

[31] and MDVMA [2] methods. 

Various instances of dataset HCSP is utilized in the 

experimentation. The Table 3 records the results of 

using HCSP datasets for comparing Utilization of 

Energy with existing techniques. 

Table 3. Using HCSP datasets for comparing Utilization of Energy 

with existing techniques. 

Instances of 

datasets 

Utilization of energy by various approaches (kwh) 

Whale 

[28] 

ABC 

[17] 

PSO 

[31] 

MDVMA 

[2] 

Proposed 

technique 

CF-11 55.00 60.00 58.00 43.00 36.50 

CF-10 56.00 65.00 55.00 45.00 42.50 

CF-01 68.00 62.00 53.00 36.00 32.00 

CF-00 63.00 61.00 51.00 43.00 40.00 

CP-11 68.00 75.00 66.00 52.00 48.00 

CP-10 73.00 77.00 68.00 58.00 50.00 

CP-01 68.00 78.00 65.00 55.00 49.50 

CP-00 69.00 74.00 63.00 60.00 52.00 

IC-11 78.00 85.00 75.00 65.00 55.00 

IC-10 80.00 82.00 78.00 60.00 52.50 

IC-01 75.00 86.00 76.00 72.00 62.00 

IC-00 82.00 87.00 71.00 62.00 52.00 

Overall utilization 

of energy 

835.00 892.00 779.00 651.00 572.00 

Average reduction in 

utilization of energy 

using proposed 

technique 

31.50% 35.87% 36.57% 12.14%  

All the instances are uniformly distributed and it can 

be CF, CP, and IC, with values for job and resource 

heterogeneities. As seen in Table 3, values 1 and 0 are 

used for mentioning higher and lower value for job and 

resource heterogeneities. The entry CF-11 in Table 3 

illustrates that the data instance is CF with high job 

heterogeneity and high resource heterogeneity. 

The entry CP-01 illustrates that the data instance is 

CP with low job heterogeneity and high resource 

heterogeneity. Likewise, entry IC-00 illustrates that data 

instance is IC with low job heterogeneity and low 

resource heterogeneity. 

The Table 3 also shows the overall utilization of 

energy for set of workloads given in cloud data center 
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and proves that the utilization of energy by proposed 

technique is minimized by 31.50%, 35.87%, 36.57%, 

and 12.14% over Whale, ABC, PSO, and MDVMA 

respectively. The graphical comparative analysis of 

performance in terms of utilization of energy of 

proposed techniques is depicted in Figure 6. 

 

Figure 6. Comparison of energy utilization of proposed approach 

with existing approaches using HCSP datasets. 

The produced results demonstrate that utilization of 

energy of proposed technique is at every step of amount 

of VMs is minimal compared to available 

methodologies for scheduling the jobs at data center of 

cloud. 

The evaluation of proposed technique is also done in 

terms of cost and analysed the performance by making 

use of HCSP datasets and the results of cost as a 

parameter for the specific number of jobs with 

numerous amounts of VMs are recorded in Table 4. The 

simulated results ensure that cost using proposed 

approach with respect to considered VMs are much 

lower compared to techniques existing. 

Table 4. Using HCSP datasets for comparing Cost with existing 

techniques. 

Instances of datasets Cost by various approaches (kwh) 

Whale 

[28] 

ABC 

[17] 

PSO 

[31] 

MDVMA 

[2] 

Proposed 

technique 

CF-11 65 54 43 60 40 

CF-10 63 55 46 65 42.5 

CF-01 62 58 35 62 30 

CF-00 61 55 44 61 42 

CP-11 67 68 51 75 48.5 

CP-10 68 72 58 78 52 

CP-01 65.5 69 55 78.4 50 

CP-00 63 69.5 59 74 56.5 

IC-11 74 78 65 85 62.5 

IC-10 76 80 63 84 60 

IC-01 75 77 71 85.5 65 

IC-00 72 81 65 85.5 62.5 

Overall cost 811.5 816.5 655 893.4 611.5 

Average reduction in cost 

using proposed technique 

24.65% 25.11% 6.64% 31.55%  

All the instances are uniformly distributed and it can 

be CF, CP and IC, with values for job and resource 

heterogeneities. 

As seen in Table 4, values 1 and 0 are used for 

mentioning higher and lower value for job and resource 

heterogeneities. The entry CF-11 in Table 3 illustrates 

that the data instance is CF with high job heterogeneity 

and high resource heterogeneity. The Table 4 also shows 

the overall cost for set of workloads given in cloud data 

center and proves that the cost by proposed technique is 

minimized by 24.65%, 25.11%, 6.64%, and 31.55% 

over Whale, ABC, PSO, and MDVMA respectively. The 

graphical comparative analysis of performance in terms 

of cost of proposed techniques is depicted in Figure 7. 

The produced results demonstrate that cost of proposed 

technique is at every step of amount of VMs is minimal 

compared to available methodologies for scheduling the 

jobs at data center of cloud. 

 

Figure 7. Comparison of cost of proposed approach with existing 

approaches using HCSP datasets. 

Hence, it could be concluded that minimization of 

cost and energy utilization will impact on improving 

income of providers of cloud services by making use of 

proposed technique for scheduling the jobs. 

4.1. Limitation of the Work 

While the proposed work offers significant 

contributions to addressing the challenges in CC 

environments, there are some limitations that should be 

acknowledged. These limitations include: 

• Simplified assumptions: the proposed framework 

may rely on certain assumptions to simplify the 

problem and make it computationally tractable. 

These assumptions may not capture the full 

complexity and variability of real-world CC 

environments, potentially limiting the 

generalizability of the framework. 

• Limited resource diversity: the proposed framework 

may assume homogeneity in resource characteristics, 

such as processing power, memory capacity, and 

network bandwidth. However, in real cloud 

environments, the resources can be heterogeneous, 

varying in performance and capabilities. Failure to 

consider such diversity may limit the accuracy and 

effectiveness of the allocation and scheduling 

decisions. 

• Dependency on benchmark datasets: the 
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performance evaluation of the proposed framework 

relies on benchmark datasets, which may not fully 

capture the diverse real-world scenarios encountered 

in CC environments. The limitations of the datasets 

may impact the generalizability and validity of the 

results obtained. 

4.2. Future Research 

The proposed work opens up several avenues for future 

research and potential improvements. Some areas worth 

exploring include: 

• Dynamic and real-time adaptation: enhance the 

framework to dynamically adapt to real-time changes 

in job arrivals, resource availability, and workload 

fluctuations. Incorporate mechanisms to handle 

dynamic allocation and scheduling decisions in 

response to varying conditions, ensuring 

responsiveness and adaptability in dynamic cloud 

environments. 

• Multi-objective optimization: extend the framework 

to support a more comprehensive multi-objective 

optimization approach. Consider additional 

objectives such as energy efficiency, reliability, and 

quality of service, allowing users to customize the 

trade-offs between multiple objectives based on their 

specific requirements and preferences. 

• Reinforcement learning and AI techniques: explore 

the application of reinforcement learning and other 

artificial intelligence techniques to optimize the 

allocation and scheduling decisions. Design 

intelligent agents that learn from past experiences 

and adapt their decision-making processes to achieve 

improved job scheduling efficiency and resource 

utilization. 

• Multi-tenancy support: extend the framework to 

support multi-tenancy, enabling efficient allocation 

and scheduling for multiple users or tenants sharing 

the same cloud infrastructure. Consider resource 

isolation, fairness, and security aspects to ensure 

efficient and secure resource allocation among 

different tenants. 

By focusing on these areas for future research and 

improvements, the proposed work can advance the field 

of VM allocation and job scheduling in CC, leading to 

more efficient resource utilization, enhanced 

performance, and improved user satisfaction in cloud-

based applications. 

4.3. Scalability of the Proposed Technique 

The scalability of the proposed technique is an 

important aspect to consider. Scalability refers to the 

ability of the technique to handle increasing workloads 

and larger CC environments without significant 

degradation in performance. Here, we discuss the 

scalability of the proposed technique in the following 

aspects: 

• Number of VMs: the scalability of the technique is 

evaluated based on its ability to efficiently allocate 

jobs and schedule tasks across a growing number of 

VMs. As the number of VMs increases, the technique 

should demonstrate the capability to handle the 

increased computational load and make optimal 

allocation decisions in a timely manner. The 

efficiency of the algorithm and the optimization 

approach employed play a crucial role in maintaining 

scalability. 

• Number of jobs and workload size: scalability is also 

assessed by evaluating the performance of the 

proposed technique as the number of jobs and 

workload size increases. The technique should be 

able to handle larger workloads without experiencing 

a significant increase in execution time or resource 

consumption. The allocation and scheduling 

decisions should be made efficiently, ensuring that 

the system can accommodate the growing number of 

jobs and effectively utilize available resources. 

• Resource utilization and load balancing: the 

scalability of the proposed technique is linked to its 

ability to effectively utilize resources in larger cloud 

environments. The technique should demonstrate 

efficient load balancing capabilities, ensuring that 

resources are optimally allocated across VMs to 

avoid resource bottlenecks and maximize resource 

utilization. As the number of VMs and workload size 

grows, the technique should adapt and distribute the 

workload evenly to maintain scalability. 

Addressing the scalability challenges is crucial for the 

proposed technique to be applicable in practical CC 

environments. By ensuring that the technique can 

handle increasing workloads, larger numbers of VMs, 

and diverse resource demands efficiently, the scalability 

of the proposed dual-objective framework can be 

established, providing robustness and effectiveness in 

real-world scenarios. 

4.4. The Computational Complexity Involved 

in Implementing the Proposed Technique 

This can vary depending on several factors, including 

the algorithmic approach chosen, the size of the 

problem, and the efficiency of the implementation. Here 

are some considerations regarding computational 

overhead and complexity: 

• Mathematical model and optimization algorithm: the 

complexity of the mathematical model used in the 

framework and the optimization algorithm employed 

significantly influence the computational overhead. 

• Problem size and dimensionality: the computational 

overhead typically increases with the size and 

dimensionality of the problem. As the number of 

VMs, jobs, and associated parameters grows, the 

complexity of the optimization problem increases. 

Large-scale problems with a high number of 



54                                                            The International Arab Journal of Information Technology, Vol. 21, No. 1, January 2024 

variables and constraints may require more 

computational resources and time to obtain optimal 

or near-optimal solutions. 

5. Conclusions 

Work done in this paper presents a dual-objective 

approach for allocation of VM with improved 

scheduling of job in the environment of CC. The dual-

objective model optimizes two parameters utilization of 

energy and cost by providing solutions to problem of 

scheduling a job. The simulation results demonstrated 

that dual-objective approach placed better compared to 

existing methodologies, including Whale, ABC, PSO 

and MDVMA techniques, by making use of synthetic 

and HCSP datasets, in terms of optimized cost and 

utilization of energy. The dual-objective approach 

performed better than existing techniques by 

minimizing utilization of energy by 33.63%, 39.67%, 

24.58% and 12.71%; and cost by 20.19%, 26.92%, 

16.05%, and 10.39% over Whale, ABC, PSO and 

MDVMA respectively, utilizing synthetic datasets. A 

remarkable minimization of cost and utilization of 

energy also demonstrated utilizing HCSP datasets, 

considering various constraints such as consistencies, 

uniformities, and heterogeneities of job and resources. 
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