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Abstract: To better respond to the slogan of smart teaching in universities and fully integrate various artificial intelligence 

technologies with educational learning, many scholars have conducted research on teaching methods and models in universities. 

Traditional English teaching often uses manual verification to correct grammar errors. In view of the shortcomings of the 

traditional manual English grammar correction methods, such as low efficiency, time-consuming, this paper combines the deep 

learning technology to design an English Syntax Error Correction (ESEC) model based on the Transformer structure. The paper 

first introduces the working principle of traditional neural networks in syntax error correction, and then studies the Generative 

Adversarial Network (GAN) and Transformer structure. Finally, the Transformer structure is integrated with the GAN and the 

ESEC model to create the final syntax error correction model. The results of testing the performance of the model showed that 

the designed model had good performance. The recognition accuracy, recognition recall, and F1 values on the test dataset 

CoNLL-2020 were 0.98, 0.96, and 0.97, respectively. The three values on the JFLEG test set dataset were 0.96, 0.98, and 0.97, 

respectively. In conclusion, the English grammar error correction model proposed in this paper demonstrates satisfactory 

performance, and its implementation in practical English grammar error correction tasks yields similarly positive results. 
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1. Introduction 

English grammar is an important component of English 

learning and is crucial for understanding and applying 

English. However, in actual writing and translation, 

syntax error are still a common problem [14, 22]. For 

example, syntax error may lead to incorrect or difficult 

sentences to understand, which may affect translation 

and text quality. Therefore, how to effectively correct 

syntax error has become an important research topic in 

the Natural Language Processing (NLP). In the past few 

years, deep learning achieved great achievements in the 

field of NLP [6]. Among them, deep learning 

technologies such as Generative Adversarial Network 

(GAN) and Transformer structure are extensively 

utilized in NLP tasks [1]. These techniques can 

effectively generate natural language text and correct 

syntax error on this basis. 

However, the traditional GAN and Transformer 

structures are not suitable for the correction of English 

syntax error [12]. The traditional GAN usually adopts 

supervised learning, while the Transformer structure 

requires unsupervised learning to correct syntax error. 

Unsupervised learning often faces problems that are 

difficult to train and predict [8]. Therefore, this paper 

attempts to combine GAN and Transformer structures 

to address the aforementioned issues. Based on this 

background, the paper first introduces the relevant 

technologies of the traditional neural network model in 

speech processing, and then uses Transformer structure  

 
and GAN to build an English Syntax Error Correction 

(ESEC) model. Its purpose is to deal with the matters of 

low detection accuracy and poor detection performance 

of the current grammar correction model. This study is 

segmented into five parts, starting with an overview of 

the entire research content. The second part is a 

summary of the current research, followed by the design 

of the construction method of ESEC model. The fourth 

part is to verify the performance of the model in the 

result analysis section. The final part provides a 

summary of the entire article in the conclusion part and 

proposes directions for future work. 

2. Related Work 

The Transformer model, as a type of deep learning 

model, is widely adopted in lots of fields. To address the 

serious impact of incorrect labels on remote supervised 

relationship reminders in practical applications, Xiao et 

al. [17] proposed a Transformer module using a mixed 

attention mechanism for remote supervised relationship 

reminders in multi-instance learning. The designed 

method outperformed the most advanced algorithms in 

remote supervised relationship reminder tasks. In 

addition, the Transformer model had also been applied 

in the mechanical processing industry. Zhang et al. [21] 

found that traditional automatic speech error detection 

methods cannot fully utilize the prior knowledge of the 

target text, so they proposed applying the Transformer 

model to it. This method could achieve a relative 
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improvement of 8.4% on the F-1 scoring index, which 

had significant implications for optimizing automatic 

language error detection methods. Li et al. [11] believed 

that the existing anomaly detection methods in the 

power industry had not fully explored the potential 

value of data, so they proposed an anomaly detection 

model based on graph attention and Transformer. They 

designed experiments based on electricity data from a 

certain region in China and found that this anomaly 

detection method could effectively detect anomalies. Li 

et al. [10] believed that the current neural Text-to-

Speech (TTS) model had robustness issues that lead to 

audio anomalies. To construct a neural network model 

that could simultaneously synthesize natural audio and 

stable audio, a Transformer-based TTS model called 

RoboTrans was proposed by Li et al. [10]. The 

experiment found that the model solved the robustness 

problem of the TSS model. Xiao et al. [18] found that 

existing entity and relationship extraction algorithms 

cannot recognize the correspondence between 

relationships and sentences, resulting in noise labeling 

issues. Therefore, a hybrid deep neural network model 

based on models such as Transformer has been 

proposed. Through different experiments, it has been 

shown that the model has achieved good results in entity 

and relationship extraction, and has the ability to filter 

noisy sentences. 

Yang et al. [19] hoped to validate the practicality of 

deep learning algorithms in the medical field by 

successfully identifying previous spinal implants 

through the application of the algorithms. This 

experiment demonstrated that deep learning algorithms 

were effective and practical for spinal implant 

recognition. Zhang et al. [20] proposed a hybrid wind 

speed prediction model built on multivariate data binary 

decomposition method and deep learning algorithm to 

solve the problems of data decomposition-based 

prediction models in wind power generation systems. 

For accuracy and effectiveness, it was greater than other 

wind speed prediction models. Fan et al. [5] designed a 

novel end-to-end unsupervised deep learning video 

anomaly detection model using perceptual GAN. The 

proposed model achieved the purpose of training by 

classifying network videos, and adding perceptual GAN 

could assist the model in better video detection, thereby 

helping the model identify videos with abnormal states. 

Testing the performance of the model on multiple 

popular benchmarks has shown that the adopted model 

had good detection performance. Li and Mao [9] raised 

a GAN-based prediction model to accurately predict the 

temperature of molten steel during the heating stage of 

an electric arc furnace in real time. This experiment 

found through alternating training of the discriminator 

and generator that the model had higher accuracy and 

effectiveness in predicting the temperature of molten 

steel. Sajjad et al. [15] proposed a new method using 

deep convolutional GAN to generate three different 

stages of Alzheimer’s disease to integrate data and 

improve the accuracy of disease diagnosis models. This 

was more excellent than others in synthesizing brain 

Positron emission tomography images of all three-stage 

of Alzheimer’s disease. 

In summary, many scholars have conducted a series 

of studies on Transformer structure and GAN. Among 

them, research on Transformer structure is mainly 

focused on the detection of various abnormal signals 

and data, while research on GAN is mainly focused on 

the fields of signal prediction and image processing. 

Based on this situation, this paper innovatively 

combines the two to better extract the features of 

English syntax error, and identify and detect their wrong 

grammar. 

3. A Classification Model of ESEC Based on 

Neural Network 

ESEC, as an essential field in NLP, has attracted many 

experts’ attention in recent years. Aiming at a series of 

shortcomings of traditional machine translation 

methods in grammar error correction, this paper uses the 

idea of encoder decoder to build an ESEC model 

through the Transformer structure. To further address 

the issue of low recognition and detection accuracy of 

open syntax error, this paper integrates GAN and 

Transformer structures and designs the final syntax 

error correction model. 

3.1. Construction of ESEC Model Based on 

Transformer Structure 

ESEC is a method of using computer technology to help 

students improve their English grammar knowledge and 

skills in the process of language learning. This method 

helps students better understand and master English 

grammar rules and improve the accuracy and 

standardization of language use by analyzing and 

correcting syntax error that students may make in the 

learning process [3]. Currently, with the continuous 

innovation and optimization of artificial intelligence 

technology, many scholars have built English grammar 

correction models using various intelligent learning 

methods. The earliest grammar error correction methods 

mainly used manual correction. Although this method 

had high detection accuracy, it also consumed a lot of 

manpower and material resources, so it was not suitable 

for large-scale promotion. In the current research on 

syntax error correction model, automatic syntax error 

correction is a popular research direction, whose goal is 

to complete the automatic correction function of syntax 

error correction model. 

The common Recurrent Neural Network (RNN) is 

expanded according to the time step. When using RNN 

to correct English grammar errors, its working principle 

is to automatically correct syntax error by transforming 

the input natural language text into the output of RNN. 

In RNN, each neuron is connected to input and output 
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[16]. Among them, input includes lexical, syntactic, and 

semantic information of the text. During the training 

process, RNN will learn patterns and patterns from 

natural language texts and apply them to the output. In 

English grammar correction, RNN can learn the 

knowledge of morphology, syntax and semantic 

information in English text, and automatically correct 

syntax error. Using RNN to identify syntax error avoids 

manual parsing and manually designed rules. It’s 

working principle is to use machine learning algorithms 

and NLP technology to automatically identify and 

correct syntax error. Figure 1 shows the unfolding 

structure of RNN. 
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Figure 1. RNN expansion structure. 

In Figure 1, xt represents the input of time step at time 

t, and t=[1, 2, …m]. ht represents the implicit state of 

the time step output at time t. The standard expressions 

for RNN are Equations (1) and (2) [4]. 

 1h W x U h bt t th h h h    

Equation (1) is the expression for the implicit state 

output of the time step at time t. Wh, Uh and bh are the 

relevant parameters of the output implicit state, 

respectively. 𝜑h represents the nonlinear activation 

function of the output implicit state.  

 y W h bt y y t y   

Equation (2) is the calculation formula for the network 

output at t. yt represents the output of the network at t. 

Wy and by are the relevant parameters of the network 

output state. 𝜑y represents the nonlinear activation 

function of the network output. Due to the original RNN 

is prone to the problems of gradient disappearance and 

gradient explosion when updating parameters, the paper 

further uses Transformer structure to build a syntax 

error correction model on the basis of RNN. Both 

encoder and decoder are neural network structures used 

for sequence to sequence learning. The Transformer 

structure is a type of encoder structure, which can 

convert word or other feature representations in the 

input sequence into vector representations, and then use 

these vectors for sequence to sequence learning. The 

Transformer structure combines the encoder and 

decoder to form a complete learning system that can 

better handle sequence data, especially long text 

problems. Figure 2 is an encoder decoder model 

diagram. 
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Figure 2. Encoder-decoder model. 

In Figure 2, the entire model has three parts: encoder, 

semantic encoding module, and decoder. Attention 

model is a neural network model that can not only 

recognize and capture important information, but also 

not be disturbed by other information during the 

recognition process. In deep learning, attention model is 

widely used in various tasks, such as speech recognition, 

machine translation, text generation, image generation, 

etc. Attention models can more accurately capture and 

analyze important information in data, thereby 

improving the prediction accuracy and efficiency of the 

model. This paper combines the attention model with 

the encoder decoder model, resulting in an encoder 

decoder model with attention mechanism as shown in 

Figure 3. 
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Figure 3. Encoder-decoder model with fused attention mechanism. 

In Figure 3, the entire model has added an additional 

attention mechanism module on the top of the encoder 

and decoder to enhance the model’s ability to process 

text information. The calculation process of encoding 

decoding is Equations (3) and (4) [2].  

 , , , 1, 2, ,1 2e e e encoder X X Xmm   

In Equation (3), e1, e2 , …, em represents a sequence of 

input text. encoder(X1, X2, …, Xm) represents encoder 

encoding. 

 , , , , 1, 2,1 2 1Y decoder e e e Y Y Yt m t   

In Equation (4), Yt represents the probability distribution 

vector of the decoded data, which is calculated using the 

Softmax function. decoder(e1, e2 , …, em, Y1, Y2, …, Yt-

1) represents decoding the probability distribution 

vector. 

(1) 

(2) 

(3) 

(4) 
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Transformer is a neural network structure based on 

attention mechanism, used for modeling and generating 

input sequences. Transformer models employ Self-

Attention Mechanism (SAM) to generate distinct 

vectors at various positions within the input sequence, 

thereby enabling the representation of different parts of 

the sequence. Compared to traditional RNN and 

Convolutional Neural Network (CNN), Transformer 

has stronger ability to process long sequence 

information. In NLP, Transformer structure is widely 

used in various NLP tasks, e.g., text classification, 

emotion analysis, machine translation, language 

generation, etc. Based on this background, this study 

first utilizes the Transformer structure in neural 

networks as an encoder decoder, and then fuses 

attention mechanisms to generate an optimized encoder 

decoder model. Thus, the ESEC model is further built, 

aiming to analyze the text information in English 

sentences through the model, so as to detect the wrong 

grammatical information and correct it. Figure 4 shows 

the SAM in the Transformer structure. 

In the Transformer of Figure 4, SAM refers to a 

mechanism used to capture key information in sequence 

data. SAM can represent different vectors of input as 

different relationships, thereby better understanding the 

internal structure and patterns of input data. SAM is 

used as the attention mechanism module in the 

Transformer model, and the Transformer model is built 

as displayed in Figure 5 for the recognition and 

detection of English incorrect grammar. 
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Figure 4. SAM structure diagram. 
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Figure 5. Transformer model structure diagram. 

In Figure 5, if the traditional Transformer performs 

attention mechanism training on each word once, it will 

obtain a vector representation containing all words, 

which is the feature vector of that word. If the SAM is 

introduced in the Transformer, the model will pre train 

each word and then fine tune each word. In this way, the 

Transformer model combined with SAM can better 

capture the internal structure and pattern of the word, 

thereby improving the prediction accuracy and 

efficiency of the model. 

3.2. An ESEC Model with Improved GAN and 

Transformer Structure 

With the continuous optimization of neural networks, 

the error syntax detection model is no longer limited to 

syntax error between local contexts, but more targeted 

at the recognition and detection of open syntax error. 

Based on this background, this paper is no longer 

limited to using the Transformer model to classify the 

context grammar and diagnose the wrong grammar, but 

regards syntax error correction as a separate language 

translation task. It achieves the purpose of correction by 

translating sentences containing syntax error into 

sentences written normally. Traditional Transformer 

models face issues such as exposure bias during the 

training process, making it easy for the model to output 

incorrect prediction results within a certain time step, 

resulting in errors in subsequent detection results. 

Adversarial learning is a machine learning method 

that involves two competing learning processes, one is 

GAN and the other is Classification GAN (CGAN). 

GAN is a deep learning model used for image 

generation, consisting of two parts: a generator and a 

discriminator. The generator goal is to generate new 

images by predicting a series of images, while the goal 

of the discriminator is to identify these images by 

verifying their authenticity and trustworthiness [7]. To 

cope with the complexity of open syntax error 

recognition and improve the detection accuracy, this 
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study innovatively integrates GAN and Transformer 

structure. The fused GAN generator is capable of 

generating grammatically correct sentences, while the 

discriminator evaluates the accuracy of grammatical 

correction. This process improves the model’s ability to 

learn and correct complex grammatical structures. In 

addition, by introducing GAN, the fusion model can 

effectively narrow the difference between generated 

sentences and real sentences in the continuous learning 

process, thus improving the effect of grammar error 

detection. Figure 6 is the basic framework of generative 

adversarial learning. 
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Figure 6. Basic structure of generative adversarial learning. 

In Figure 6, the entire adversarial framework consists 

of a generator and a discriminator. The generator is 

mainly used for the neural network syntax correction 

model, which is an encoder decoder model using a 

sequence to sequence framework. This paper selects the 

Transformer structure as the generator. The 

discriminator is a CNN-based binary classification 

model, whose main responsibility is to distinguish 

whether a grammar correction action is completed 

manually or by a generator. The generator is taken as a 

parameterized random strategy that generates countless 

time steps when correcting grammar sentences [13]. The 

intelligent model can take corrective actions based on 

random strategies, using incorrect sentences as input to 

the discriminator, and then identifying error types 

through the discriminator, and outputting specific 

probability values as reward feedback to the generator. 

Continuous reinforcement can ultimately maximize the 

expected reward for the model, thereby improving its 

accuracy in identifying incorrect syntax. In Figure 6, 

assuming a “error correction” statement is (A, B), and a 

generator is given as G, with its parameters represented 

by θ, the expression for the initial source side error 

sentence is obtained as Equation (5). 

 , , ,1 2a a a a a Am m    

In Equation (5), A’ represents the source vocabulary. 

a=(a1, a2, …, am) represents the incorrect sentence at the 

initial source.  

 , , ,1 2b b b b b Bn n    

In Equation (6), B’ represents the target vocabulary. 

b=(b1, b2, …, bn) represents the corrected sentence on 

the target end. The definition of state is Equations (7).  

 , ,1 2 1s b b bt   

In Equation (7), state s represents the prefix sequence 

currently generated by the generator, represented by (b1, 

b2, …, bt-1). The definition of action l is Equations (8). 

l bt  

In Equation (8), action l is defined as generating the next 

word bt and treating the generator as a random policy 

model. In the generated adversarial model mentioned 

above, an additional discriminator D is added to guide 

the learning of the generator. The discriminator uses a 

strategy gradient method for parameter updates. The 

expected reward that the model can obtain during 

adversarial training is the ultimate optimization goal of 

the training model. Given the satisfactory performance 

of the CNN in the classification task of this paper, the 

CNN is selected as the fundamental structure of the 

discriminator. The relationships between the features of 

incorrect sentences and those of corrected sentences are 

extracted through multi-layer convolution and pooling 

operations. Figure 7 shows the basic structure of the 

model using CNN structure as the discriminator. 
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Figure 7. Basic structure of the discriminator model. 

In Figure 7, the whole discriminator model is mainly 

composed of CNN and Multi-Level Recurrent 

Processing (MLP). The CNN part mainly extracts 

features through operations such as convolution and 

pooling. MLP layer can realize MLP of data through 

multiple perceptron, thus realizing more complex tasks. 

Due to the ability of MLP to process and analyze data at 

different levels, more complex tasks can be achieved in 

neural networks, and the patterns and features of data 

can be more accurately understood. Therefore, this 

paper combines CNN with MLP to ensure that the 

feature relationship between incorrect sentences and 

corrected sentences can be fully extracted, thus 

obtaining the expected output. Assuming that the 

English sentence pair in the input network is (E, F), the 

discriminator will first concatenate the word vectors 

corresponding to each word in E and F to construct a 

two-dimensional image input. Next, the height and 

width of the two-dimensional image are set to the E and 

F to obtain the i-th and the j-th word in E F, recording 

them as the (i, j)-th position in the corresponding image 

matrix. The feature mapping expression of position (i, j) 

is Equation (9). 

,,Z E Fi j i i     

(5) 

(6) 

(7) 

(8) 

(9) 
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In Equation (9), Zi,j represents the feature mapping of 

the image matrix at position (i, j). Relu is taken as the 

nonlinear activation function, and its expression is 

Equation (10).  

0
Relu=

0 0

x x

x









 

In Equation (10), x represents the parameter in the Relu 

function. Through the feature mapping in Equation (9), 

the convolution operations of E and F can be obtained 

as Equation (11). 

 , Conv. ,i j i iZ W E F b       

In Equation (11), 𝑍𝑖,𝑗
′

 represents the convolution 

operation on the E and F words at position (i, j). 𝜎 is the 

non-linear activation function, namely Relu. W’ and b’ 

represent the weights and thresholds of the 

convolutional layer, respectively. Conv.[Ei, Fi] 

represents the convolution of English sentences with (E, 

F). 

 max Pooling ,,Z W E F bi j i i       

In Equation (12), 𝑍𝑖,𝑗
"  represents pooling the E and F 

words at position (i, j). W”and b” represent the weights 

and thresholds of the pooling layer, respectively. 

Pooling [Ei, Fi] represents pooling of (E, F) in English 

sentences. By multiple convolution and pooling 

operations, the feature relationship between incorrect 

sentences and corrected sentences can be extracted to 

the maximum extent. Finally, the discriminator model is 

used for output, and the output content is compared with 

the actual results to determine the performance. 

4. Performance Analysis of ESEC Based on 

Neural Network 

To test the performance of the ESEC model built by the 

above research, the result analysis part first tests the 

performance of the ESEC model under the Transformer 

structure. It is found that its performance in detection 

accuracy, recall rate, and F1 value is superior to other 

comparative models. In addition, the study further 

contrasts the performance between the improved 

Transformer ESEC model integrating GAN and the 

ESEC model under the traditional Transformer 

structure. The results show that the improved 

Transformer ESEC model combined with GAN has 

better error detection and recognition ability. 

4.1. Performance Analysis of ESEC Model 

Based on Transformer 

For testing the ESEC performance of under the 

Transformer structure, the paper selects Nucle and 

Lang-8 as training data sets, and trains the model several 

times. When the model has a certain degree of stability, 

the study selects CoNLL-2020 and JFLEG Test Set as 

test datasets to test the performance. Table 1 shows the 

logarithmic information of statements contained in the 

four datasets. 

Table 1. Data set information table. 

Data set type Name 

Total number 

of pairs of 

sentences 

Number of 

available 

pairs of 

sentences 

Training data set 
Nucle 9530 9216 

Lang-8 8465 8155 

Testing data set 
CoNLL-2020 Test Set 845 818 

JFLEG Test Set 1027 994 

Table 1 shows the basic information of the two 

datasets. From Table 1, the total number of sentence 

pairs for the two training datasets, Nucleus and Lang-8, 

are 9530 and 8465, respectively. Excluding non-English 

interference sentence pairs, 9216 and 8150 sentence 

pairs are ultimately used for model training. In addition, 

the total sentence pairs of the CoNLL-2020 and JFLEG 

are 845 and 1027, respectively. Excluding non-English 

interference-sentence pairs, 818 and 995 sentence pairs 

are ultimately used for model testing. When GAN is 

trained, the generator and discriminator are trained 

alternately. First, the discriminator is fixed to train the 

generator and gradient descent method is used to 

optimize the loss function of the generator, with the goal 

of maximizing the miss-classification rate of the 

discriminator. Then, the fixed generator trains the 

discriminator to optimize its parameters by improving 

the discriminant accuracy. The Adam optimizer is then 

used and the learning rate is set to 0.0001 to ensure the 

stability and efficiency of the training process. After 

each training cycle, the performance of the model is 

evaluated using validation datasets and over-fitting is 

prevented by an early stop strategy. Furthermore, the 

parameters of the generator and discriminator are 

initially calibrated at the outset of the training process. 

This is achieved by utilizing a reduced learning rate 

during the initial epochs, which is subsequently 

increased to a standard level to enhance the resilience of 

the model training. The above datasets are used for 

model performance detection, Figure 8 shows the 

detection accuracy values of three different syntax 

correction models in the training and testing datasets. 

In Figure 8, three different syntax error correction 

models built by neural networks are selected for 

comparison, namely CNN, RNN and Transformer. 

Figure 8-a) represents the error grammar detection 

accuracy values of the three models in the training 

dataset. As the detection sample numbers continue to 

increase, the detection accuracy values of the three 

models will gradually increase and eventually stabilize. 

When the model reaches a stable state, the detection 

accuracy value of CNN is 0.88, RNN is 0.91, and 

Transformer is 0.94. Figure 8-b) represents the error 

syntax detection accuracy values of the three models in 

the test dataset. When the model reaches a stable state, 

(10) 

(11) 

(12) 
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the detection accuracy value of RNN is 0.91, CNN is 

0.87, and Transformer is 0.95. In summary, compared 

to CNN and RNN, Transformer can achieve a stable 

state faster and achieve higher detection accuracy values 

during the detection process. 

 

  

a) Error grammar detection accuracy of different models in the training dataset. b) Error grammar detection accuracy of different models in the testing dataset. 

Figure 8. Accuracy values of error grammar detection for different models. 

  

a) Error grammar detection recall of different models in the training dataset. b) Error grammar detection recall of different models in the testing dataset. 

Figure 9. Recall values of error grammar detection for different models. 

Figure 9-a) shows the recall values of error grammar 

detection for the three models in the training dataset. As 

the quantity of detection samples increases, the recall 

values of the three models also continue to increase. In 

the end, the Transformer is able to reach a stable state 

first, with a recall rate value of 0.93 in this state. 

Secondly, the recall rates of CNN and RNN under stable 

conditions are 0.91 and 0.89, respectively. Figure 9-b) 

represents the error syntax detection recall values of the 

three models in the test dataset. When the model reaches 

a stable state, the detection recall values for CNN, RNN, 

and Transformer are 0.88, 0.91, and 0.93. In summary, 

compared to CNN and RNN, Transformer can have 

better recall performance during the detection process. 

 

  

a) F1 values of error grammar detecting for different models in the training dataset. b) F1 values of error grammar detecting for different models in the testing dataset. 

Figure 10. F1 values of error grammar detection for different models. 

Figure 10-a) shows the F1 values of error grammar 

detection for three models in the training dataset. When 

the sample size is between 100 and 400, the F1 values 

of CNN are between 0.8 and 0.85, RNN is between 0.85 

and 0.9, and Transformer is above 0.95. Figure 10-b) is 

the F1 value of error syntax detection of three models in 

the test data set. When the amount of samples is between 

100 and 400, the syntax error correction model built 

with Transformer structure has better F1 value 

performance, and its F1 value is stable above 0.95. 

Compared to CNN and RNN, the Transformer model 

has better detection performance. 

4.2. Performance Analysis of Improved 

Transformer’s ESEC Model 

The above experimental results can find that the ESEC 

model built by using the Transformer structure has 

better performance. To further test the performance of 

the improved Transformer ESEC model integrating 
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GAN, this study compares the loss curve changes of the 

traditional Transformer ESEC model with that of the 

GAN-Transformer optimized by GAN, as listed in 

Figure 11. 
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Figure 11. Loss curves for two Transformer models. 

Figure 11-a) shows the changes in the loss curve of 

GAN-Transformer. With the increase of Epoch, GAN-

Transformer can quickly iterate to a stable loss value. 

When Epoch is around 20, the GAN-Transformer can 

reach a stable loss state, with a loss value of 3.29 for the 

model. Figure 11-b) represents the variation of the 

Transformer’s LOSS curve. As Epoch increases, the 

Transformer can ultimately iterate to a stable loss value. 

When Epoch is around 70, the Transformer can reach a 

stable loss state, and the actual loss value of the model 

is 3.15. In summary, during the iteration process of 

GAN-Transformer, the training loss values of the model 

have a good coincidence with the actual loss values, and 

the model can also quickly iterate to a stable state. 

Compared to the iterative changes of the Transformer, 

GAN-Transformer has better representation of loss 

values. 
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a) ROC curve transformer. b) ROC curve of GAN- transformer. 

Figure 12. ROC curves of two Transformer models. 

Figure 12-a) and Figure 12-b) show the Receiver 

Operating Characteristic (ROC) of the traditional 

Transformer model and GAN-Transformer. By 

comparing the ROC of the two, GAN-Transformer can 

finally reach the true positive value of 1.0 faster, which 

indicates that its AUC area is larger than that of 

traditional Transformer. Therefore, the optimized GAN-

Transformer can have better error grammar recognition 

accuracy. 

Table 2. Recognition performance of various models. 

Model Test Data Set Accuracy Recall F1 value 

CNN 
CoNLL-2020 0.87 0.88 0.86 

JFLEG 0.88 0.87 0.87 

RNN 
CoNLL-2020 0.91 0.91 0.90 

JFLEG 0.88 0.90 0.89 

Transformer 
CoNLL-2020 0.95 0.93 0.96 

JFLEG 0.93 0.91 0.92 

GAN-Transformer 
CoNLL-2020 0.98 0.96 0.97 

JFLEG 0.96 0.98 0.97 

Table 2 shows the comparison of recognition 

performance among four error grammar correction 

models. From Table 2, when the test dataset is CoNLL-

2020 Test Set, the error syntax recognition accuracy, 

recognition recall, and F1 values of CNN on the dataset 

are 0.87, 0.88, and 0.86, respectively. The RNNs are 

0.91, 0.91, and 0.90, respectively. Transformers are 

0.95, 0.93, and 0.96. The GAN-Transformer values are 

0.98, 0.96, and 0.97. When the test dataset is JFLEG 

Test Set, the three CNN values are 0.88, 0.87, and 0.87, 

respectively. RNN is 0.88, 0.90, 0.89. Transformers are 

0.93, 0.91, and 0.92. GAN-Transformer values are 0.96, 

0.98, and 0.97. In summary, the improved GAN-

Transformer model shows significant performance 

improvements on CoNLL-2020 and JFLEG test 

datasets. On these two datasets, the recognition 

accuracy of the model is improved to 0.98 and 0.96, the 

recall rate is improved to 0.96 and 0.98, and the F1 value 

is improved to 0.97 and 0.97 respectively. These results 

directly demonstrate the advantages of GAN in 

improving the effectiveness of the standard Transformer 

model for English grammar error correction tasks, 

especially when dealing with more complex or low-

frequency error structures. 
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To further prove the effectiveness of GAN-

Transformer in English grammar error detection, five 

unusual grammar error types are selected for testing. 

The detection time and accuracy of GAN-Transformer 

for different grammar error types are obtained, as shown 

in Table 3. 

Table 3. Detection time and detection accuracy in GAN-Transformer 
for different syntax error types. 

Model Error type Accuracy rate /% Detection time /s 

GAN-Transformer 

1 95.64% 1.22s 

2 96.29% 0.85s 

3 97.31% 1.18s 

4 98.05% 1.06s 

5 98.89% 0.69s 

Table 3 shows the accuracy and detection time of 

GAN-Transformer for detecting five types of syntax 

errors, among which the lowest detection time is 0.69s 

and the highest detection accuracy is 98.89%. This 

indicates that GAN-Transformer has a good 

performance in detecting uncommon syntax errors. 
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Figure 13. Students’ and teachers’ satisfaction with different models 

of English grammar error correction. 

From Figure 13, the satisfaction scores of teachers 

and students for the four model. The satisfaction scores 

of CNN model are 78.9 and 81.4, respectively, for the 

RNN model are 84.1 and 83.6, for the Transformer are 

90.3 and 92.1, and for the GAN-Transformer are 96.8 

and 97.4. 

5. Conclusions 

In recent years, numerous scholars have employed the 

sequence-to-sequence learning framework neural 

network for research pertaining to NLP. In view of the 

shortcomings of traditional neural networks in English 

grammar detection, this paper innovatively combined 

GAN and Transformer encoder decoder structure to 

build an ESEC model based on GAN-Transformer. 

After testing the performance, in contrast with the 

traditional CNN, RNN, and Transformer structures, the 

optimized GAN-Transformer had better performance. 

The accuracy, recall, and F1 values of the CNN model 

in both test datasets were around 0.85, RNN was around 

0.90, Transformer was around 0.95, and GAN-

Transformer was above 0.95. The highest error syntax 

recognition accuracy value of GAN-Transformer was 

0.98, the recall rate value was 0.98, and the F1 value was 

0.97. The values of the three indicators were far superior 

to the other three comparative algorithms. In addition, 

compared to Transformer, GAN-Transformer had better 

loss curve variation. When Epoch was around 20, the 

GAN-Transformer could reach a stable loss state, with 

a loss value of 3.29 for the model. In the end, both 

students and teachers had a satisfaction score of over 95 

points with GAN-Transformer in practical applications. 

In conclusion, the ESEC model designed by the paper 

had good performance and practical application, and 

could provide reference value for the research and 

development of NLP. However, due to the lack of 

extensive training on the model, there are still certain 

errors that are difficult to eliminate during the error 

correction process. In the future, more different encoder 

decoder models should be combined for optimization. 

6. Future Work 

Although the GAN-Transformer model has good syntax 

detection performance, limited training data sets may 

lead to limitations in model generality, especially when 

dealing with syntax structures in non-training data sets. 

To address this problem, future research should first 

consider introducing a wider range of data sources, such 

as English texts in different regions and different 

cultural contexts. In this way, the model can learn and 

adapt to a variety of language usages more 

comprehensively, thus improving its universality and 

robustness in practical applications. Furthermore, future 

research should concentrate on the explanatory and 

corrective mechanisms of the model. In future research, 

it would be beneficial to consider the introduction of 

interpretative modules, such as optimized attention 

mechanisms, which would allow for the examination of 

which parts of the text the model focuses on when 

correcting errors. Finally, to enhance the explanatory 

power of the model, future studies may integrate 

additional visual tools, such as the generation of parsing 

trees for sentences and the display of how the model 

identifies and rectifies each specific grammatical error. 

Data Availability Statement 

The datasets used and/or analyzed during the current 

study are available from the corresponding author on 

reasonable request. 
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