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Abstract: Anomaly detection is widely used in fields like data processing, intrusion detection, and financial fraud prevention, 

helping to avoid potential accidents and economic losses.  In time series anomaly detection, which deals with numerical 

sequences over time (e.g., urban temperatures, sales data, stock market trends), the Density-Based Spatial Clustering of 

Applications with Noise (DBSCAN) algorithm is an excellent choice. This paper presents an improved anomaly detection 

algorithm tailored for seasonal time series data. By combining autocorrelation coefficients with the K-means algorithm, precise 

clustering results down to the date level are provided, subsequently employing the DBSCAN algorithm for detection, the 

enhanced algorithm is capable of capturing a greater number of local anomalies. Experiment conducted on daily temperature 

data from Beijing and Sanya in 2023, the enhanced algorithm exhibited a respective increase of 11.6% and 78% in anomaly 

detection compared to the original algorithm, thus affirming the feasibility of the approach. 
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1. Introduction 

Anomaly detection is primarily employed to identify 

anomalous data points that deviate from the normal 

distribution pattern within a dataset [1]. This technology 

is widely applied in various fields, such as big data 

processing [8], intrusion detection systems [27], credit 

card fraud [9], network traffic anomaly detection [26], 

and so on. Anomaly detection utilizes detected 

anomalies for data analysis to mitigate potential 

incidents and economic losses. 

Hawkins [10] characterizes an outlier as an 

observation that garners attention due to its substantial 

deviation from other observations within the dataset. 

Thus, anomalies in time series data can be described as 

data points at particular time steps that exhibit behavior 

different from previous time step data points [17]. 

Anomaly detection methods can be classified into 

three categories: the first category is rule-based 

methods, such as fixed thresholds, dynamic thresholds, 

etc., although these methods can accurately detect 

anomalies that adhere to predefined rules, they are 

limited by the size of the rule repository; the second 

category is statistical-based detection methods, such as 

3Sigma, moving average cost method, autoregressive 

integrated moving average models, etc., require 

 
assuming that the data follows a certain distribution.  

These methods are suitable for low-dimensional data; 

the third category is based on machine learning 

detection methods, such as clustering, autoencoders 

[18], random forests, etc. These methods have different 

constraints depending on the application context. 

In recent years, the availability of time series data has 

grown exponentially [13]. Time series, also known as 

dynamic sequences, refers to numerical sequences 

where indicators of a phenomenon are arranged in 

chronological order, such as annual GDP, urban 

temperatures, population figures, stock trends, and so 

forth. The primary objective of studying time series data 

modeling is for data prediction, and to propose effective 

response strategies based on the predictive results. 

For time series anomaly detection, Liu et al. [19] 

proposed Time-series Generative Adversarial Network 

(TimeGAN) to address the issue of insufficient 

abnormal data. The Time-GAN model can generate a 

large volume of reliable dataset based on a small amount 

of data, thereby reducing the time required for manual 

labeling of training dataset and enhancing the accuracy 

of fault diagnosis models. Lin et al. [20] proposed an 

unsupervised algorithm for detecting time series 

anomalies by combining Variational Auto-Encoders 
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(VAE) with Long Short-Term Memory (LSTM) 

networks. The model utilizes both a VAE module for 

forming robust local features over short windows and a 

LSTM module for estimating the long term correlation 

in the series on top of the features inferred from the VAE 

module. This detection algorithm is capable of 

identifying anomalies that span over multiple time 

scales. Li [21] proposed a rapid unsupervised anomaly 

detection framework addressing the limitation of the 

SPOT algorithm, which is sensitive only to extreme 

values in single-dimensional time series anomaly 

detection. By transforming non-extreme anomalies into 

extreme values, this framework achieves a significant 

improvement in detection accuracy. 

The urban temperature dataset features low 

dimensionality, ease of processing, and suitability for 

seasonal classification. Based on this groundwork, 

employing the DBSCAN algorithm for anomaly 

detection is a commendable choice. Ghamkhar et al. [6] 

proposed an algorithm that relies on DBSCAN as the 

core, with Lempel-Ziv Complexity as a key feature, to 

overcome the curse of dimensionality and low data 

resolution. Feng et al. [14] proposed an anomaly 

detection method based on Variable-Scale Hypercube 

Accelerated Density-Based Spatial Clustering of 

Applications with Noise (VHCA-DBSCAN). Initially, 

they established the HCA-DBSCAN model based on 

Gaussian probability density estimation to effectively 

identify suspicious outliers. Then, they designed a 

traversal search strategy based on hypercube 

segmentation, where the length of edges varies 

according to the features of each dimension. Lastly, they 

utilized approximate upper bounds to propose a 

modified Local Outlier Factor (LOF) for assessing the 

degree of suspected outliers. This algorithm is 

applicable to dataset characterized by 

multidimensionality and high levels of noise. Dai et al. 

[3] proposed an improved DBSCAN algorithm, which 

combines KNN and Binning. This algorithm is able to 

reflect the distribution characteristics of the dataset 

itself, enabling adaptive parameter selection, and 

overcoming the limitations of traditional DBSCAN 

methods, which often struggle with parameter selection 

and exhibit a strong correlation between parameters and 

detection accuracy. Jain et al. [15] proposed the 

Attributes-DBSCAN (A-DBSCAN) algorithm by 

enhancing the classical DBSCAN algorithm [5]. Adding 

month labels to the dataset increased the fine-grained 

characterization of the data, thereby overcoming the 

drawback of DBSCAN, which is sensitive only to global 

anomalies in yearly cycles and insensitive to local 

anomalies. The algorithm performs well on specific 

seasonal time series dataset. However, due to the 

monthly partitioning of data still lacking granularity, 

therefore, for dataset with smooth fluctuations, the 

detected number of outliers will decrease. The 

classification results of A-DBSCAN and DBSCAN 

algorithms are shown in Figure 1 below. 
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Month

Algorithm

Spring

（3.1-5.31）

Summer

（6.1-8.31）

Autumn

（9.1-11.30）

Winter

（12.1-2.28）A-DBSCAN

DBSCAN
Whole

（1.1-12.31）

 

Figure 1. The classification results of the A-DBSCAN and DBSCAN 

algorithms. 

Therefore, based on the work in [15], this paper 

further refines the classification of the dataset by 

combining autocorrelation coefficients with the K-

means algorithm. Then, outlier detection is conducted 

using the DBSCAN algorithm. The final result is an 

anomaly detection algorithm, K-DBSCAN, which 

combines autocorrelation coefficients with the K-means 

algorithm. We conducted comparative experiments on 

temperature dataset from Beijing and Sanya in 2023. 

The results indicate that, compared to the DBSCAN 

algorithm, K-DBSCAN can detect local anomalies. 

Moreover, relative to the A-DBSCAN algorithm, K-

DBSCAN is able to identify a greater number of local 

anomaly points unaffected by data variations. The main 

contributions of this paper are as follows:  

 The design idea of this paper is to refine the clustering 
results (datasets) from months to days by fine-grained 
clustering of weather datasets, that is, the previous 
research is based on months, and the proposed method 
can achieve clustering in days, that is, more fine-
grained depictions. 

 The method adopted is to combine the autocorrelation 
analysis method with the K-means clustering method 
to solve the specific limitations of the traditional 
DBSCAN algorithm that the traditional DBSCAN is 
not sensitive enough to local anomalies through a 
fine-grained division. Firstly, the correlation analysis 
of the month is carried out through the autocorrelation 
matrix, and the correlation matrix of the size of 12*12 
with the month as the basic unit is obtained, and the 
coarse classification of the annual temperature is 
obtained by setting different thresholds, and then the 
draw value of each class is set as the center value of 
the kmeans algorithm, and the clustering results in 
daily units are obtained through distance judgment, so 
as to realize the fine-grained division and improve the 
sensitivity to local anomalies. 

 In terms of experiments, the detailed experimental 
settings are given on the temperature datasets in 
Beijing and Sanya, and the experimental results prove 
the feasibility and effectiveness of the proposed K-
DBSCAN algorithm. The number of anomalies 
identified by the K-DBSCAN algorithm is 14.9% and 
942.6% higher than those found by the DBSCAN 
algorithm in the Beijing and Sanya datasets, as well 
as 11.6% and 78.0% higher than those detected by the 
A-DBSCAN algorithm. 

The remaining sections of this paper are as follows: 

Section 2 introduces the various methods employed in 

the study. Section 3 details the improved anomaly 
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detection algorithm. Section 4 outlines the experimental 

setup and provides result analysis. Finally, section 5 

concludes the paper, discussing its limitations and 

suggesting future research directions. 

2. Overview and Background 

2.1. Autocorrelation Coefficient 

The autocorrelation coefficient is a statistical measure 

used in time series analysis to quantify the correlation 

between a time series and its own lagged values. 

Typically denoted by ρ, the autocorrelation coefficient 

ranges from [-1, 1]. Specifically, it assesses the 

correlation of a time series at different time points.  

Assuming there is a time series t={x1, x2…, xn}, the 

formula for computing the autocorrelation coefficient p 

with lag h is as follows, 

ρ = ∑
(xi − μ̂)(xi+h − μ̂)

∑ (xi − μ̂)2n
i=1

n-h

i=1

 

Where �̂� represents the sample mean of the time series 

𝑡. 

Correlation analysis [4] is commonly employed to 

investigate the interrelationships between different 

attributes of objects. Common methods for correlation 

analysis include correlation coefficients, covariance, 

maximal mutual information, dynamic time warping 

algorithms [16], and similarity measures based on data 

dimensionality reduction. 

This article considers the temperature data for each 

month as a whole and measures the data correlation 

between months using autocorrelation coefficients. This 

method enables the implementation of coarse-grained 

classification of the data and sets the stage for fine-

grained classification using the K-means algorithm. 

2.2. DBSCAN Algorithm 

DBSCAN is a density-based clustering algorithm. The 

core idea of density-based clustering algorithms is to 

determine clusters based on the density of the 

neighboring area. If the density of the neighboring area 

of an object or data point exceeds a predefined 

threshold, it is added to clusters with similar density.  
The DBSCAN [28] algorithm's advantages lie in its 

ability to discover clusters of arbitrary shapes and label 

outlier points, making it widely applicable in fields like 

data mining [22], image segmentation [23, 24, 25], 

geographic information systems [2], and signal 

processing [11, 29, 30].  

DBSCAN can identify noise points and exhibits good 

robustness to outliers. However, compared to the K-

means algorithm, DBSCAN requires more time to 

iterate to convergence. Additionally, DBSCAN has a 

decentralized nature, meaning there are no cluster 

centers. Jain et al. [15] points out the difficulty of 

DBSCAN in identifying local anomalies. Concurrently, 

time series data possesses a characteristic wherein the 

data within each cluster should demonstrate temporal 

continuity after clustering. Therefore, this paper 

combines the K-means algorithm with the DBSCAN 

algorithm. On one hand, it can obtain satisfactory 

clustering results through the K-means algorithm. On 

the other hand, conducting outlier detection separately 

on the results of K-means clustering can effectively 

reduce the execution time of DBSCAN [7]. 
The relevant definitions of the DBSCAN algorithm 

are as follows: 

1. Eps-Neighborhood: objects within a radius of Eps 

from an object and can be represented by the relation, 

NEps(p) = {q∈D | Dist(p,q) ≤ Eps} 

Where, D represents the dataset; Dist(p,q) signifies the 

distance between objects p and q; NEps(p) encompasses 

all objects within dataset D that lie at a distance no 

greater than Eps from object p. 

2. Neighborhood density threshold: Eps-neighborhood 

of an object containing at least Minpts of data points. 

3. Core Object: given dataset D and a specified 

neighborhood density threshold MinPts, if there exists 

an object p in D such that it satisfies in Equation (3), 

then object 𝑝 is considered a core object, 

|NEps(p)| ≥ Minpts  

Where |𝑁𝐸𝑝𝑠(𝑝)| denotes the number of objects in the 

Epsilon neighborhood of object 𝑝. 

The implementation process of the DBSCAN 

algorithm is as shown in Algorithm (1): 

Algorithm 1: DBSCAN. 

Input: 

𝐸𝑝𝑠: radius parameter 

𝑀𝑖𝑛𝑝𝑡𝑠: neighborhood density threshold 

𝐷: dataset 

1: Mark all samples in dataset 𝐷 as unvisited. 

2: Do 

3:    Randomly select an unvisited sample 𝑝. 

4:    Mark 𝑝 as visited. 

5:    Let 𝑁𝐸𝑝𝑠(𝑝) be the set of all neighboring points of point 𝑝. 

6:    if |𝑁𝐸𝑝𝑠(𝑝)|  ≥  𝑀𝑖𝑛𝑝𝑡𝑠 then 

7:      Create a new cluster 𝑀 and add 𝑝 to 𝑀. 

8:      for every point 𝑘 in 𝑁𝐸𝑝𝑠(𝑝) do 

9:        if the mark for 𝑘 is unvisited then 

10:         Mark 𝑘 is visited. 

11:         if |𝑁𝐸𝑝𝑠(𝑝)|  ≥  𝑀𝑖𝑛𝑝𝑡𝑠 then 

12:           add these points to 𝑁𝐸𝑝𝑠(𝑝). 

13:         end if 

14:         if 𝑘 is not yet a member of any cluster then 

15:           add 𝑘 to 𝑀. 

16:         end if 

17:       end if 

18:     end for 

19:   else mark 𝑝 as a noise point. 

20:   end if 

21: Until there are no objects marked as unvisited 

Output: noise point 

(1) 

(3) 

(2) 



Based on Correlation Analysis and K-Means: An Anomaly Detection Algorithm for Seasonal ...                                             981 

1. Set the sizes of parameters Eps and Minpts, and label 

all points as unvisited.  

2. Randomly select a point 𝑝 from the dataset and count 

the number of points within the Eps neighborhood of 

point 𝑝. If the number of points is greater than or 

equal to Minpts, label point p as a core point and 

create a new cluster. Starting from point 𝑝, search for 

points that are density-reachable from point p and find 

the maximum set of density-connected points. If the 

number of points in this set is less than Minpts, label 

point p as a noise point. 

3. Select another point from the dataset and repeat 2, 

until all points are labeled as visited. 

3. Anomaly Detection Algorithm Based on 

Correlation Analysis and K-Means 

Kim et al. [16] divides the dataset into different categories 

based on seasonality, adding additional labels to overcome 

the limitation of DBSCAN in identifying local anomalies. 

However, the division based on months may not be 

applicable to all dataset. Taking city temperatures as an 

example, the distinction between seasons in many cities 

may not be clear-cut. Therefore, a more fine-grained 

division method based on historical data is needed. The 

implementation process of the K-DBSCAN algorithm is as 

shown in Algorithm (2).  

Algorithm 2: K-DBSCAN. 

Input:  

𝑙: calculation days threshold 

𝜏 : similarity threshold 

𝜎: thresholds for fine-grained segmentation 

𝐸𝑝𝑠 and 𝑀𝑖𝑛𝑝𝑡𝑠: parameters of the DBSCAN 

1: Calculate the correlation coefficient 𝜌𝑖𝑗  according to the (5), 

then we can get the autocorrelation matrix 𝑃(𝜌𝑖𝑗)12×12.  

2: Cluster the data according to the threshold 𝜏 , then get the 

clustering result {𝐶𝑟}𝑟=1
𝑘 . The autocorrelation coefficient 

between two months: 𝜌𝑖𝑗 ≥ 𝜏 . 

3: Calculate the average of the data in the clusters 𝐶1, 𝐶2 … , 𝐶𝑘, 

respectively, to obtain the corresponding 𝑘 cluster centres 

𝑤1 , 𝑤2 … 𝑤𝑘 . 

4: for each cluster 𝑟 =  1 to 𝑘 do 

5:     𝑛 ← 0 

6:     ℎ ← 𝑟 +  1 

7:     if 𝑟 ==  𝑘 then 

8:       ℎ ← 1 

9:     end if 

10:   for data 𝑥 in 𝐶𝑟 and 𝐶ℎ do 

11:     if 𝑑𝑖𝑠(𝑥,  𝑤𝑟)  ≥  𝑑𝑖𝑠(𝑥, 𝑤ℎ) then 

12:     𝑛 ← 𝑛 +  1 

13:     end if 

14:     if 𝑛 ≥  𝜎 then 

15:       All data after the 𝜎th data are classified to 𝐶ℎ. 

16:       break 

17:     end if 

18:   end for 

19: end for 

20: Get the final clustering result {𝐶𝑟
′}𝑟=1

𝑘 . 

21: 𝑁 ← 𝑁𝑈𝐿𝐿 

22: for each cluster 𝑟 =  1 to 𝑘 do 

23:   𝑛𝑜𝑖𝑠𝑒 =  𝐷𝐵𝑆𝐶𝐴𝑁(𝐸𝑝𝑠, 𝑀𝑖𝑛𝑝𝑡𝑠, 𝐶𝑟
′) 

24:   𝑁 ← 𝑁 ∪ 𝑛𝑜𝑖𝑠𝑒 

25: end for 

Output: abnormal sample 𝑁 

1. Let 𝜌𝑖𝑗 represent the autocorrelation coefficient, where 

parameters i and j denote the 𝑖 -th and 𝑗 -th months, 

respectively. Calculate the similarity matrix 

𝑃(𝜌𝑖𝑗)12×12. Simultaneously, in order to eliminate the 

influence of varying month lengths, data for all months 

is restricted to only the first l days.  Thus, the time series 

for the 𝑖th month can be represented as, 

ti = {xi1 , xi2  , … , xim} 

Where 𝑥𝑖𝑚 represents the temperature data for the mth day 

of the 𝑖th month, and 𝑥𝑗𝑚 represents the temperature data 

for the 𝑚 th day of the 𝑗 th month (1 ≤ 𝑚 ≤ 𝑙). Let �̂�𝑖𝑗  

denote the mean value of the data for the 𝑖 th and jth 

months. Then, the formula for calculating 𝜌𝑖𝑗 is, 

ρij=
∑ (xim − μ̂ij)(xjm − μ̂ij)

l
m=1

∑ [(xim − μ̂ij)
2
+(xjm − μ̂ij)

2
]l

m=1

 

Then, the similarity matrix P is obtained. 

2. Given the similarity matrix P, clustering of the data 

are performed based on the threshold 𝜏 . Since the 

dataset consists of time series, data within the same 

cluster exhibit continuity in time. Additionally, the 

pairwise autocorrelation coefficient 𝜌𝑖𝑗 between each 

pair of months satisfies 𝜌𝑖𝑗 ≥ 𝜏 . The resulting 

clustering is represented as {𝐶𝑟}𝑟=1
𝑘 . 

This result, clustered by months, is coarse. To achieve a 

more precise clustering based on dates, it requires further 

refinement using the K-means algorithm. Calculate the 

mean of the data within each cluster C1, C2 …, Ck  

separately, Obtain the corresponding centroids w1,w2 …wk  

for the k clusters accordingly. 

Due to the specificity of the dataset, the data within the 

same cluster should be consecutive in time. For instance, 

data from May and September should not be grouped 

together as one cluster. Therefore, unlike the traditional K-

means algorithm, the data in cluster Cr can only consider 

the adjacent clusters 𝐶𝑟−1 and 𝐶𝑟+1𝐶𝑟
, Specifically, when 

r=k, the adjacent centroids for cluster Cr are 𝐶𝑟−1 and C1. 

Traverse the data in Cr and its adjacent center 𝐶𝑟+1 

sequentially according to the time label, until the number 

of data satisfying the condition 𝑑𝑖𝑠(𝑥, 𝑤𝑟) ≥ 𝑑𝑖𝑠(𝑥, 𝑤𝑟+1) 

reaches the threshold 𝜎 . Then, the data from the 𝜎 -th 

onwards will be classified into 𝐶𝑟+1, then we can obtain 

clustering results accurate to the date, denoted as {𝐶𝑟
′}𝑟=1

𝑘 . 

In this context, the function dis() computes distances and 

can be chosen based on the dataset. The paper utilizes the 

L2 norm metric for purpose. 

3. Finally, the DBSCAN algorithm is employed to identify 

outliers within each cluster.  

4. Experiment 

This section provides a comprehensive experimental 

(4) 

(5) 
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setup and clear validation results. In the dataset section, 

the reasons for selecting the dataset are explained, and 

temperature variations for Beijing and Sanya from 

January 1, 2023, to December 31, 2023, are provided. In 

the algorithm configuration section, a detailed 

introduction of the comparison algorithms is given. In 

the experimental section, it is demonstrated through 

tests on two datasets that the enhanced algorithm can 

detect more local anomalies under the same parameters. 

4.1. Experimental Setup 

4.1.1. Dataset Setup 

The dataset used in this study is from the China 

meteorological data service center [12]. Considering the 

availability of data, the temperature data for the typical 

Chinese cities Beijing and Sanya in the year 2023 were 

selected. Beijing belongs to the warm temperate climate 

zone, with distinct seasons and significant temperature 

fluctuations. It shares similarities with climates in cities 

such as New York and Washington; Sanya belongs to the 

tropical maritime climate zone, with consistently high 

temperatures throughout the year and minimal temperature 

variations between seasons. It features stable temperature 

fluctuations and less distinct boundaries. Climates similar 

to Sanya can be found in places like the Maldives and 

Hawaii. As shown in Figure 2, this is the annual 

temperature curve for Beijing and Sanya in 2023. 

 
Figure 2. Beijing and Sanya's temperature variation curves in 2023. 

To mitigate the impact of abrupt temperature changes 

on clustering results, the data from Beijing and Sanya 

for the years 2020 to 2023 were averaged, resulting in 

365 data samples for each group (ignoring leap years) to 

be used for clustering. 

4.1.2. Algorithm Configuration Description 

In order to test the feasibility of the algorithms on the 

dataset, a total of three algorithms were selected for 

comparison in the experiment.  

 DBSCAN algorithm does not require the prior 

determination of the number of clusters during 

clustering. It can discover clusters of arbitrary shapes 

and label outlier points. However, it is sensitive to 

global outliers while being less sensitive to local 

outliers. 

 A-DBSCAN is an algorithm proposed in [16]. Its 

design principle involves grouping the dataset by 

adding extra attribute labels, overcoming the 

drawback of DBSCAN's inability to detect local 

anomalies. However, the algorithm lacks versatility 

since it requires manual label addition. Moreover, in 

situations where there is little variation in the data, 

there may be a problem of reduced grouping 

accuracy, thereby affecting the final results of 

anomaly detection. 

 In contrast, K-DBSCAN, the algorithm proposed in 

this paper, aims to mitigate the issue of low data 

classification accuracy resulting from manual label 

addition. First, annotate and classify the dataset using 

autocorrelation coefficients; Then, combine with K-

means to implement clustering on the dataset, and 

provide clustering results accurate to the day; Finally, 

Based on the clustering results, use the DBSCAN 

algorithm to identify outliers in the dataset. Through 

experimentation, it was found that K-DBSCAN can 

detect more local outliers compared to A-DBSCAN.  

In the experiment, the parameter l=28 when calculating 

the autocorrelation coefficient ρij for the data; The 

threshold for clustering based on the autocorrelation 

coefficient was set to τ=-0.4; The threshold for fine-

grained partitioning using K-means is σ=8; The BSCAN 

algorithm employs two parameters, Eps=1.5 and 

Minpts=3. 

4.2. Experimental Results 

Since the DBSCAN algorithm treats the dataset as a 

whole without seasonal division, it does not appear in 

subsequent experiments. Only the total number of 

anomalies detected by the algorithm is analyzed in this 

section. The results of anomaly detection on 

temperature data for Beijing and Sanya in 2023 are 

shown in Figure 3. 

 

Figure 3. The total number of anomalies detected by the algorithm 

in the temperature dataset for Beijing and Sanya in 2023. 

From Figure 3, it can be observed that in the 

temperature dataset for Beijing, K-DBSCAN detected 

11.6% more anomalies compared to A-DBSCAN and 

14.9% more anomalies compared to DBSCAN. In the 

dataset for Sanya, K-DBSCAN detected 78.0% more 

anomalies compared to A-DBSCAN and 942.6% more 
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anomalies compared to DBSCAN. These two 

experiments demonstrate the importance of fine-grained 

partitioning of dataset and the feasibility of the 

improved algorithm. 

4.2.1. Dataset with Volatile Temperature 

Fluctuations throughout the Entire Period 

Beijing, located at 39°56'N and 116°20'E, experiences 

distinct seasons with brief springs and autumns but long 

winters and summers. Therefore, Beijing was chosen as 

a typical city with significant temperature fluctuations 

for algorithm validation in the experiment. Before 

conducting anomaly detection, it's necessary to cluster 

the dataset based on the historical data adjusted for 

mean values. After calculating the similarity matrix for 

the temperature data of Beijing, the data was clustered, 

and the clustering results are shown in Figure 4. 

1 2 3 4 5 6 7 8 9 10 11 12
Month

Year

Spring

（3.11-5.6）

Summer

（5.7-10.11）

Autumn

（10.12-11.29）

Winter

（11.30-3.10）2020-2023

 
Figure 4. The clustering results of temperature data in Beijing. 

The results show that the summer and winter seasons 

occupy 78.4% of the entire year, while spring and 

autumn account for 21.6%, which aligns well with the 

actual situation. Based on the clustering results, 

anomaly detection was conducted using algorithms, 

with A-DBSCAN and K-DBSCAN showing their 

respective detection outcomes in Figure 5. 

 
Spring              Summer            Autumn            Winter 

Figure 5. The results of anomaly detection on the temperature dataset 

of Beijing in 2023. 

According to Figure 2, it can be observed that in 2023, 

the temperature fluctuations during spring, autumn, and 

winter in Beijing were more frequent and had larger 

amplitude compared to summer. Therefore, the 

proportion of abnormal temperature days during these 

three seasons is also higher than that of summer. In the 

detection results shown in Figure 5, the proportion of 

days with abnormal temperatures for each season is 

29.2%, 21.7%, 5.4%, and 19.6% for A-DBSCAN, and 

28.1%, 12.7%, 28.6%, and 26.7% for K-DBSCAN, 

respectively. 

The comparison between Figures 1 and 4 reveals that 

the distinct difference between summer and autumn is 

due to A-DBSCAN categorizing summer temperatures 

into the autumn category during the clustering process. 

This coarse classification resulted in A-DBSCAN 

failing to detect some of the abnormal points in autumn. 

4.2.2. Dataset with Gentle Temperature 

Fluctuations throughout the Entire Period 

To validate the feasibility of the algorithm across 

different dataset, the experiment selected a city with 

climatic characteristics opposite to that of Beijing: 

Sanya. Sanya is located at 18°09'N and 108°56'E, with 

a climate characterized by perennial high temperatures 

and relatively gentle temperature fluctuations. As 

depicted in Figure 2, there is a stark contrast between 

the temperature curves of the two cities. The clustering 

results of temperature in Sanya in 2023 by K-DBSCAN 

are shown in Figure 6. 
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Figure 6. The clustered results of temperature data in Sanya. 

Sanya's climate is characterized by perennial high 

temperatures, with long summers and winters and short 

spring and autumn seasons. From the results, it can be 

observed that the summer and winter seasons account 

for 77.8% of the entire year, while spring and autumn 

collectively occupy 22.2%. However, unlike Beijing, 

Sanya experiences smaller temperature variations 

between its four seasons, making it more challenging to 

manually add labels. According to the clustering results, 

anomaly detection was performed using different 

algorithms. The detection outcomes are illustrated in 

Figure 7. 

 
                                               Spring              Summer            Autumn            Winter 

Figure 7. The results of anomaly detection on the temperature dataset 

of Sanya in 2023. 

In 2023, similar to Beijing, Sanya experiences more 

frequent temperature fluctuations and larger amplitude 

during the spring, autumn, and winter seasons compared 

to the summer season, as shown in Figure 2. 
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days during these three seasons is also higher than in 

summer. The detection results show that summer 

accounts for 46.6% of the total number of days in the 

year. However, anomalies detected during the summer 

season only constitute 31.5% of the total anomalies 

detected throughout the year. In the detection results 

shown in Figure 7, the proportion of abnormal 

temperature days for A-DBSCAN across the four 

seasons are 14.6%, 22.8%, 2.2%, and 5.4%, respectively. 

For K-DBSCAN, the proportion of abnormal 

temperature days across the four seasons are 35.9%, 

13.5%, 14.3%, and 26.3%, respectively. From the above 

results, it is evident that A-DBSCAN exhibits 

significant errors in detecting anomalies during the 

autumn and winter seasons.  

The comparison between Figures 1 and 6 reveals that 

A-DBSCAN categorizes some summer weather as 

autumn and some spring temperatures as winter. 

Dividing data of different densities into the same 

category can indeed affect the detetion performance of 

DBSCAN. Comparing the two experiments, the 

anomalies detected by K-DBSCAN are consistently 

higher than those by A-DBSCAN and DBSCAN. The 

results further validate DBSCAN's deficiencies in 

detecting local anomalies, proving the necessity for 

finer data partitioning and demonstrating the feasibility 

of improved algorithms.  

In summary, temperature data is a common use case 

for anomaly detection. This paper applies the proposed 

K-DBSCAN algorithm to actual temperature data from 

cities such as Beijing and Sanya, demonstrating its 

feasibility and providing support for related 

meteorological and climate research, with significant 

practical value. 

5. Conclusions 

DBSCAN is widely used in anomaly detection. Jain et 

al. [15] manually added extra labels to group the data, 

addressing DBSCAN's sensitivity to global anomalies 

and insensitivity to local anomalies. However, the 

applicability of this algorithm to dataset remains 

limited. Therefore, this study proposes enhancements 

based on this premise. Firstly, coarse-grained 

classification results based on months are obtained by 

calculating the autocorrelation coefficient. Next, the K-

means algorithm is employed to achieve a finer-grained 

partition of the dataset, refining the clustering results 

from monthly to daily granularity. Finally, for each 

cluster, the DBSCAN algorithm is utilized for anomaly 

detection. 

The improved algorithm shows a significant 

enhancement in anomaly detection performance, 

demonstrating the effectiveness of the proposed method. 

This could be valuable for researchers and practitioners 

working with time-series data where local anomalies are 

critical. For example, adjusting itineraries based on the 

frequency of unusual weather events, or studying the 

impact of the greenhouse effect on the frequency of such 

events, etc. 

Building upon [15], this paper enhances the 

algorithm's applicability to additional dataset, but there 

are still directions for further research. For instance, 

when performing fine-grained clustering with K-means, 

the algorithm doesn't provide a clear method for 

selecting multiple thresholds; all thresholds are 

manually chosen. Selecting parameters like Eps and 

Minpts in DBSCAN for anomaly detection is vital. The 

algorithm should adaptively adjust clustering 

parameters based on the fluctuation patterns within the 

data. Matrix analysis [31] is a highly valuable method. 

We plan to apply autocorrelation matrices to financial 

datasets in the future to analyze market dynamics, 

thereby providing more precise insights for investment 

decisions and risk management. 
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