
The International Arab Journal of Information Technology, Vol. 22, No. 1, January 2025                                                         77 

Insights into Automated Attractiveness Evaluation 

from 2D Facial Images: A Comprehensive Review 

Ali Ibrahem 

Department of Information Technology 

Akre University for Applied Science DPU, Iraq 

ali.hikmat@auas.edu.krd 

Jwan Saeed 

Department of Information Technology 

Duhok Polytechnic University, Iraq 

jwan.najeeb@dpu.edu.krd 

Adnan Abdulazeez 

Technical College of Engineering, 

Duhok Polytechnic University, Iraq 

adnan.mohsin@dpu.edu.krd 

Abstract: Predicting facial beauty in computer vision is a relatively emerging research area with diverse applications. However, 

Facial Beauty Prediction (FBP) has various challenging possibilities due to the lack of a universally accepted assessment 

procedure for facial beauty, the scarcity of sufficient available databases and computational models, and the way of extracting 

discriminative features to quantify facial attractiveness. This paper comprehensively reviews the 2D facial image beauty analysis 

and prediction research that utilizes computation, machine, and deep learning techniques. It introduces the limitations and 

makes a critical analysis of this research area. Beauty hypotheses, feature extraction, evaluation methods, and FBP benchmark 

datasets that can help measure the effectiveness of the automatic attractiveness assessment approaches are discussed and 

analyzed. In addition, this paper tries to figure out the answer to the most debatable question that says, “which face organs 

contribute to facial beauty and to what extent?”. It also highlights concerns and challenges in the FBP domain that can provide 

a foundation for future work and further development in automatic facial beauty estimation and evaluation. 
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1. Introduction 

The impact of facial appearance on human life is 

significant, as evidenced by a plethora of studies 

revealing that individuals deemed attractive enjoy 

greater prospects of securing esteemed employment 

opportunities, attaining personal satisfaction, and 

reaping additional social benefits in their daily 

interactions [43, 106]. Researchers from various 

professions have contributed to the study of face 

attractiveness, including psychology [91], evolutionary 

biology [27], plastic surgery [105], and computer 

science. However, the ultimate qualitative and 

quantitative idea of facial beauty remains elusive [123]. 

Research has discovered that people of all ethnicities, 

socioeconomic classes, ages, and genders agree on face 

beauty perception [59]. Based on this conclusion, 

computer scientists have developed landmark-based and 

data-driven techniques to analyse facial attractiveness. 

Consequently, the concept of facial image attractiveness 

appears to be a universal phenomenon that machines can 

learn [2, 49]. The primary objective of Facial Beauty 

Perception (FBP) is to automatically assess facial 

attractiveness in accordance with human perception. 

This analysis system encompasses six key phases: 

image acquisition for dataset creation coupled with 

image rating, pre-processing, feature extraction and 

selection, facial beauty modelling, validation of the 

model, and ultimately, the development of the 

application. Despite the growing interest in FBP 

research, progress in this domain has been sluggish due  

 
to the lack of ample and dedicated datasets for FBP and 

the limited scale of FBP investigations [29]. In 1990, 

Langlois and Roggman [59] conducted a pioneering 

computer-aided photographic systems beauty 

evaluation study to assess the objective association 

between mathematical averageness and facial appeal. In 

2001 Aarabi et al. [1] introduced the first autonomous 

scoring system for categorizing facial attractiveness in 

2001. Prior methodologies mainly relied on heuristic 

rules, which rely on the physical quantification of facial 

beauty through the spatial interrelations between 

various facial features, and treat FBP as a machine 

learning classification, regression, or ranking problem. 

Both regression and classification models are crucial in 

predictive analytics, particularly in machine learning 

and Artificial Intelligence (AI). While ranking can be 

efficient with small datasets [73].  

In most investigations, FBP is conventionally treated 

as a fully supervised task. In early attempts to evaluate 

facial attractiveness, rudimentary machine-learning 

techniques, and hand-crafted feature engineering were 

utilized. The latter approach typically relied on 

geometric ratios and inter-landmark distances as input 

features. However, such methods exhibited suboptimal 

predictive performance and necessitated considerable 

human effort in labelling facial landmarks for each 

image within a given dataset. Nonetheless, notable 

strides have since been achieved in automated facial 

attractiveness evaluation, largely stemming from the 

advent of deep learning techniques. Machine-based 

assessing facial beauty like a human predictor, is an 
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emerging and challenging topic. It has relatively limited 

resources in general, and there is a scarcity of providing 

a broad review on this search area compared to other 

face-related research such as face recognition, facial 

expression, emotion recognition, etc. Gunes [39] has 

investigated various aspects of beauty traits with their 

perceptions and computation. Meanwhile, Laurentini 

and Bottino [61] provided human sciences and medicine 

findings supporting computer beauty analysis. They 

surveyed many studies on face attractiveness analysis. 

However, these studies were only based on hand-crafted 

features and traditional machine learning. Liu et al. [77] 

reviewed the progress in facial attractiveness 

computation based on the adversity of aspects. More 

recently, Saeed and Abdulazeez [96] expounded upon 

the latest developments in Facial Beauty Prediction 

(FBP) via Deep Convolutional Neural Networks 

(DCNNs) in their investigation of the FBP models. 

This paper reviews 2D facial image beauty analysis 

and prediction studies, beauty hypotheses, 

methodologies, FBP benchmarks, and challenges. It 

also attempts to answer the most controversial question, 

“which face organs contribute to facial beauty and to 

what extent?” To summarize the main contributions of 

this paper, they can be listed as follows: 

• It delves into the significance of beauty notions and 

hypotheses in computer vision and shows valuable 

insights into the intersection of computer science and 

aesthetics. 

• It outlines the main stages of constructing facial 

beauty-related task models and presents the analysis 

of commonly used face datasets in FBP research. 

• Addressing the challenging question of how different 

facial organs contribute to facial beauty assessment. 

• Identifying open issues and challenges in the 

computation of facial attractiveness via computer 

vision. 

The remainder of the paper is structured as follows: 

Section 2 illustrates the beauty hypotheses and the 

tangible applications of FBP. Section 3 presents a 

computer-based facial beauty and attractiveness 

analysis system with six fundamental stages. The 

importance of facial components in beauty assessment 

is discussed in section 4. Challenges and open issues of 

facial beauty assessment in computer vision are outlined 

in section 5. Finally, section 6 presents the conclusion. 

2. Facial Attractiveness Theories and 

Practical Implications 

What exactly is beauty? For ages, psychologists, artists, 

and philosophers have grappled with this subject. The 

well-known adage "Beauty is in the eye of the beholder" 

implies that individual beauty is subjective and 

unexpected according to our understanding of a person's 

background and culture. However, it has been proven in 

several studies that there is a significant cross-cultural 

agreement in the beauty judgment of the face [18]. 

People worldwide use comparable criteria to judge 

attractiveness, and there are specific common 

characteristics concerning attractiveness; in other 

words, the perception of facial beauty is not determined 

by specific people but is a global norm. Several ideal 

aspects of beauty have been proposed throughout 

history, primarily by developing canons of face shapes 

and distances between selected facial landmarks in 

meaningful and salient locations. Over the past decades, 

several research investigations have mainly focused on 

primary characteristics of face beauty, such as the 

golden ratio, neoclassical canons, averageness, 

symmetry, and the existence of sexual dimorphism. 

With the advancements in pattern analysis and machine 

learning technologies, face attractiveness study is no 

longer restricted to subjective psychological cognition; 

face beauty can be predicted and enhanced using 

machine learning approaches. The most familiar beauty 

hypotheses are listed in the next subsections.  

2.1. Golden Ratio  

The Greeks were the first to know about the golden 

ratio, also known as Phi or divine proportion, and they 

used it to create their most famous piece of art. For 

instance, the Golden Ratio is present in both the Mona 

Lisa and the Last Supper paintings by Leonardo da 

Vinci [107]. In the realm of mathematics, two quantities 

are said to be in the golden ratio when the ratio of these 

quantities is identical to the ratio of their sum to the 

larger of the two [81]. Algebraically expressed as:  

𝑎

𝑏
=

𝑎 + 𝑏

𝑏
= 𝜑 

For quantities a and b where a>b>0: 

It is an irrational number, nearly equal to 1.618 [122]. 

It is said that attractive faces have facial proportions 

close to the golden ratio [24]. The concept of a universal 

standard of beauty based on the golden ratio is shown in 

Figure 1-a). Consequently, Marquardt devised a Phi 

face mask that encapsulated the perfect proportions 

based on the golden ratio. Marquardt presented an 'ideal' 

face template. A notion that drew some favour from the 

plastic surgery profession [92] (see Figure 1-b)). Pallett 

et al. [85] presented a new golden ratio that considers 

the face attractive when the eye–to–mouth distance on 

the face is 36% of the face length, and the interocular 

distance is 46% of the face width. Recently, Tong et al. 

[108] and Liang et al. [71] utilized these new golden 

rations to show that when no explicitly labeled facial 

features for beauty are provided, a Deep Neural 

Network (DNN) model can learn potential ratios from 

face images using just category annotation. However, 

there has been much dispute over this assumption and 

its aesthetic characteristics. The usage of this proportion 

in art and architecture in general and in FBP has been 

praised [24, 38, 40] and criticized. It has been argued 

that the aesthetic concept of beauty is elusive and 

(1) 
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unlikely to be reduced to a few basic ratios [87]. 

 

  

a) Face Phi ratio. b) Marquardt mask. 

Figure 1. Facial proportion of face Phi ratio and Marquardt mask 

[92]. 

2.2. Neoclassical Canons 

Since the Renaissance era, neoclassical canons have 

been posited by painters as guiding principles for the 

representation of an aesthetically pleasing face. The 

central premise of these canons revolves around the 

notion that attractive facial features should conform to 

predetermined and specific ratios. A compendium of 

these concepts is comprehensively delineated as nine 

neoclassical canons in [26, 108]. Figure 2 illustrates 

samples of the anthropometric landmarks employed for 

measuring neoclassical canons. The incorporation of 

Neoclassical canons and other related guidelines have 

extended beyond artistic pursuits, and may finding 

application in certain plastic face surgery methods, 

including rhinoplasty [84, 101], and can contributing to 

the advancement of the art. 

 

Figure 2. Anthropometric landmarks; al: alare, ch: cheilion, [52]. 

However, Bozkir et al. [10] revealed that the 

applicability of neoclassical canons was found to be 

limited across diverse populations. Consequently, their 

utility in surgical planning is constrained due to the 

observed variations in facial measurements among 

different racial and national groups. Furthermore, recent 

research adopts a more nuanced approach to the study 

of facial beauty, recognizing the multifaceted nature of 

attractiveness perceptions [37, 132]. 

2.3. Facial Vertical Thirds and Horizontal Fifths 

This hypothesis seeks to evaluate face height and width. 

For face height and according to this notion, a 

harmonious face can be segmented into roughly equal 

thirds by making horizontal lines throughout the hairline 

on the forehead, the brows, the base of the nose, and the 

chin border, as shown in Figure 3-a). Furthermore, the 

distance between the lips and the chin should be double 

that between the base of the nose and the lips. While the 

width of the face is determined by dividing it into equal 

fifths, as illustrated in Figure 3-b). The width of a fifth 

of the entire facial width and the intercanthal distance or 

nasal base width are considered aesthetically pleasing 

faces [101]. 

 

  

a) Horizontal thirds. b) Vertical fifths. 

Figure 3. Facial horizontal thirds and vertical fifths [128]. 

2.4. Averageness 

The average face describes how a face is like the other 

faces in a population. In studies of physical 

attractiveness, averageness refers to the concept of 

beauty derived from blending the facial characteristics 

of individuals of the same gender and roughly similar 

age [75] as shown in Figure 4. The popular belief in the 

early and mid-twentieth centuries was that averageness 

in average (composite) faces was the most important 

component in determining the attractiveness of a face. 

This assertion has lately been supported by digital 

technologies, which show that the most beautiful facial 

images were formed by combining several diverse 

faces. Studies showed that the more traits that were near 

to average, the more beautiful they are, and a face shape 

that is extremely away from the average should be less 

attractive [41]. Meanwhile, the extremely attractive face 

is not even close to this average [4, 59]. To investigate 

this hypothesis, Zhang et al. [129] quantified the 

influence of geometrics, and they showed that the face 

beauty is increased when it is close to the ravaged face, 

but if the face already has a relatively small distance to 

average shape, then deforming it to average shape will 

not significantly effect on the face beauty enhancement. 

The Weighted Average (WA) hypothesis is proposed in 

[13], which says that the WA of two female face 

geometric features is more beautiful than the less 

attractive one between them, and it is used in face 

beautification as well. However, WA hypnosis has only 

been validated for female faces, ignoring color and 

texture features. The question of quantifying and 

standardizing these qualities regarding facial beauty 

remains unsolved. Thus, although considerable 

computer-based research has been done to test the 
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averageness hypothesis in facial beauty analysis, 

estimation, and assessment, it is still widely debated. 

 

Figure 4. The general concept of face averageness [47]. 

2.5. Symmetry 

Face symmetry is considered an essential aspect of 

beauty, and it is accepted that human faces display large 

quantities of directional asymmetry and anti-symmetry 

in their skeletal and soft tissue components [102]. Its 

direct analogy to health was evolutionary advantageous 

[11]. Moreover, symmetry investigations can 

significantly aid in planning operations and evaluating 

various surgical methods in surgery [8]. It is believed 

that the more symmetrical a person's face is, the more 

attractive they are perceived to be. Both left-left and 

right-right symmetrical faces are used in research and 

aesthetics to examine the influence of facial symmetry 

on beauty perceptions and to explore how small 

differences in facial symmetry can impact the 

perception of an individual's appearance as shown in 

Figure 5. However, there are conflicting views about the 

importance of symmetry in the perception of FBP. Some 

researchers advocate the positive impact of symmetry in 

facial beauty assessments [95, 111]. In contrast, others 

proved that symmetry has been less effective than other 

proportional characteristics [44]. 

 

   

a) Original face. b) Left symmetry c) Right symmetry. 

Figure 5. Facial morphing of original face, left symmetry and right 

symmetry [66]. 

2.6. Sexual Dimorphism 

Sexual dimorphism refers to the differences in physical 

characteristics between males and females of the same 

species. In the context of FBP, sexual dimorphism can 

play a role in how attractiveness is perceived. Research 

has shown that people tend to find facial features that 

are associated with masculinity (in males) or femininity 

(in females) to be attractive. For example, men with 

strong, chiselled jawlines and prominent brow ridges 

may be considered more attractive, while women with 

softer, more rounded facial features may be considered 

more attractive [64, 111]. Figure 6 shows the depictions 

of facial images demonstrating varying degrees of 

attractiveness, with the top row depicting more 

attractive faces and the bottom row depicting less 

attractive ones. The images on the left side of the left 

group portray masculine male faces, while those on the 

right side of the left group display feminine male faces. 

In contrast, the left side of the right group features 

feminine female faces, and the right side of the right 

group showcases masculine female faces. 

 

Figure 6. Sexual dimorphism’s influence on facial attractiveness 

samples [45]. 

2.7. Facial Beauty Prediction Aapplications  

Facial attractiveness has been involved in various 

intriguing applications as follows: 

• It provides insight into psychology to explain human 

behavior and evolutionary biology, revealing 

evolutionary directions and the associated biological 

benefits [122]. Several studies have found that face 

attractiveness influences behavioral responses as a 

highly visible social cue. It has also been discovered 

that beautiful faces evoke different brain activation 

than unattractive or neutral looks [56]. Many 

websites, or attractiveness ranking tools, are already 

available. Choosing the finest photos for family 

albums, social networks, and online dating are some 

examples of this. Millions of people use online dating 

services daily to make one of the most significant 

decisions of their lives: finding a partner [9, 11].  

• Face enhancement and beautification is another wide 

range application of FBP. Thus, Virtual face 

beautification, like cosmetic surgery in the physical 

world, is a developing field that involves automated 

retouching and unblemished photographs for 

advertising, magazine covers, motion movies, and 

special effects, as well as screening applicants for 

specialized occupations such as entertainment and 

modeling, where beauty is needed face enhancement 

and beatification, can involve facial skin 

beautification, average facial beautification, facial 

shape beautification [68], and beautification based on 

style or makeup transfer [78]. Furthermore, superior 

results could be gained when hybridizing these types 

of face improvement and beautification. Since face 

cosmetics and hairstyles are now required by most 
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modern women, makeup and hairstyle 

recommendation models are constructed based on the 

notion of FBP. Facial aesthetic assessment could be 

used as an automated evaluation tool, the cosmetic 

industry tool for analyzing the efficacy of cosmetic 

assistance. The techniques of simulating the hairstyle 

and physical makeup of these items and synthesizing 

their effects have inspired research studies [83]. 

• FBP contributes to the medical industry as well. 

Medical imaging and computer-assisted surgical 

planning are essential components of the 

preoperative workup because examining alternative 

operating techniques virtually can minimize 

operation time and expense. Furthermore, it 

facilitates more consistent and optimized surgery 

[54]. Beauty analysis systems of plastic, 

reconstructive surgery, and orthodontics capable of 

evaluating various simulations or even 

recommending how to improve the attractiveness of 

a particular patient would considerably improve 

planning effectiveness. These computer vision-based 

systems can enhance clinical outcomes, save 

operation time, and save money. Therefore, a 

considerable number of publications on face beauty 

and the influence of the face components on facial 

attractiveness have been published in cosmetic 

surgery [28, 105] and Orthodontics [55, 89], as well 

as utilizing a variety of FBP models that help in 

assessing facial beauty before and after the surgery. 

3. Computer-Based Analysis System for 

Facial Image Beauty and Attractiveness 

Facial beauty analysis is a relatively new topic in 

multimedia and biometrics [130]. With the increasing 

use of digital cameras, images invade all areas of 

everyday life, contributing to significant growth in 

objectively and accurately judging facial attractiveness 

analysis and applying it in a diverse related research 

area [88]. The facial image beauty analysis system 

consists of six main stages, beginning with image 

acquisition for database construction, then image 

scoring (labeling), pre-processing, feature extraction 

and selection, facial beauty modeling, validating this 

model and ultimately developing applications that 

predict the score of beauty. These six fundamental steps 

are illustrated in Figure 7 and discussed in the next 

subsections. 

 

Figure 7. The fundamental general steps of facial images beauty prediction. 

3.1. Facial Beauty Dataset and Image Rating  

Although studies have found that facial beauty is a 

universal notion that can be learned via machine and 

deep learning, establishing a beauty standard remains 

challenging due to differing individual judgments of 

facial beauty. Thus, FBP has less public authoritative 

data. Therefore, constructing a database on a wide scale 

is challenging [29]. A considerable amount of diversity 

in attractiveness levels is necessary for the facial image 

beauty research dataset. Therefore, choosing which face 

database to use is crucial for the model's performance. 

The facial images could be gained from the Internet, 

digital cameras or 3D scanner, facial image databases, 

and computer-generated images. Moreover, these 

images need to be rated in various ways. Then, images 

are labeled with their beauty score to create the ground 

truth for the sack of the learning process and model 

validity. 
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3.1.1. Facial Images Databases 

Typically, the database should involve sufficient facial 

images of all beauty levels and genders, ages, races, 

poses, and expressions. Furthermore, the dataset should 

include both extremes of facial attractiveness: highly 

attractive and very unattractive faces, to have a good 

representation of the concept of beauty [82]. However, 

due to privacy concerns, the majority of datasets are not 

publicly accessible. Also, landmarks are critical for 

evaluating the geometry cue, which is lacking in some 

benchmarks [1]. The majority of existing datasets are 

relatively small [23, 38, 82] and have neutral (postures, 

expression, attractiveness), insufficiently diverse, and 

most of them are limited to female facial beauty [5, 94, 

96]. 

Subject’s gender is another worth mentioning aspect 

since most facial datasets are dedicated to females. This 

might justify that beauty in females is simpler to analyze 

and compute than in the face of a male. Accordingly, 

many researchers employ images of either females or 

both genders. In contrast, using male images only, as in 

[3] for FBP is still rare.  

As far as we know, no currently available face 

databases meet all conditions above. There are just a few 

attractive faces in current databases, and they tend to be 

from a small number of ethnic groups because beautiful 

faces are relatively rare among the population. Existing 

public face databases built for other face-related tasks, 

such as facial expression recognition datasets, cannot be 

used directly in facial beauty research. Evaluations 

based on these datasets may introduce significant 

differences [70] because such datasets may not meet 

FBP dataset conditions. For instance, it does not 

consider the diversity of attractiveness levels, especially 

for both extremely (attractive and unattractive). 

However, due to the scarcity of such dedicated public 

face datasets, especially in the early stages, authors 

utilized face recognition datasets in [103, 80, 33], and 

facial expression datasets in [121] for FBP purposes. 

Face posture and expression are two essential aspects 

that may restrict the dataset and model performance 

when they have extreme variation. That is why most 

existing FBP datasets have a frontal face and neutral 

expression. 

3.1.2. The Existing FBP Datasets  

In spite of the fact that facial images datasets dedicated 

to FBP and its related tasks are scarce, some well-known 

face datasets are utilized mainly for this purpose as a 

benchmark (see Table 1). Gray et al. [37] performed the 

first attempt to tackle the issue of facial feature 

landmark localization and imposing stringent limits on 

training samples by building a considerable FBP 

database of 2056 females known as HotorNot. It is a 

challenging dataset because the images are under 

unconstrained conditions on the background, 

expression, position, lighting, race and age without the 

use of landmarks, as well as the problem of adequately 

predicting the locations of landmark features. The same 

notion was utilized for the construction of a benchmark 

called Large-Scale Asian Facial Beauty Database 

(LSAFBD) [126], which contained 20,000 labeled 

images of gender and 80,000 unlabelled ones. However, 

both of these datasets are based on apparent features 

only and not publicly accessible. Nguyen et al. [84] built 

Multi-Modality Beauty (M2B), including the 

attractiveness of dressing and voice besides female 

facial image beauty. Chen et al. [13] developed a 

database called beauty 799 with 390 famous female 

beautiful faces and 409 common faces to prove their 

proposed WA of facial attractiveness.  

The most top common and available FBP databases 

are SCUT-FBP [115] and SCUT-FBP5500 [69], as they 

applied in many facial beauty studies with good results 

to some extent in most of them. However, SCUT-FBP 

contains only 500 Asian female faces, limiting the 

performance of the data needed model for FBP. On the 

other hand, the South China University of Technology-

Facial Beauty Prediction-FBP5500 (SCUT-FBP5500) 

dataset is relatively large in size and has been utilized in 

a variety of recent publications. However, it has 

limitations in terms of light, blurriness, and position 

may affect the attractiveness prediction model’s 

effectiveness [64]. Moreover, Tong et al. [108] found 

that the distribution of the SCUT-FBP5500 dataset’s 

beauty scores is imbalanced, which may influence the 

correlation analysis. Another public dataset known as 

CelebA [79] is a massive face database containing over 

200,000 famous images with 40 attribute annotations; 

attractiveness is one of them. This dataset contains 

images with a wide range of poses and backgrounds that 

form a kind of challenge. Furthermore, it is employed 

basically in a variety of computer vision applications 

such as face recognition, face detection, facial 

component localization, face editing and synthesis are 

all computer vision tasks. CelebA dataset was 

frequently used in facial beauty classification as it has 

only two face beauty scores (attractive and unattractive) 

and this might be easier in computation terms (process) 

but may not be fair in assessing beauty.  

This is because the beauty score range has a 

significant impact on the beauty evaluation fairness to 

be more realistic, conducting a robust ground truth 

which is the most important element in both learning 

and model validation processes. 

A multi-ethnic of 2550 male and female facial 

images in-the-wild dataset called MEBeauty is provided 

by Saeed and Abdulazeez [96] and it is expected to be 

one of the most used datasets for the future research of 

facial aesthetic assessment. However, the personalized 

aspect of FBP can be affected due to the relatively large 

number of raters. Lately, Vijayarajan et al. [110] 

introduced a dataset of beauty pageant photos called 

Celebrity consists of three beauty classes, with 450 

images per class. The classes were ordered based on 
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beauty, with the first class representing the most 

beautiful, followed by the second class with a higher 

level of beauty, and the third-class denoting beauty. 

Most FBP performances are achieved on relatively 

small facial datasets using traditional machine or 

shallow network learning approaches [125]. Therefore, 

when the dataset scale is too small, it frequently leads to 

overfitting during the model training process, making 

the prediction model unsuitable for effective prediction. 

Moreover, datasets built under specific computation 

constraints would restrict the computational model's 

performance and flexibility, and it is not easy to 

compare different models produced from the dataset 

using different computation methodologies [69]. All 

existing face datasets are regarded as static features. To 

target the dynamic FBP, Weng et al. [113] built the first 

Video-based Facial Attractiveness Prediction (VFAP) 

dataset that includes 1,430 short video clips of facial 

performance from TikTok. However, some variations 

could be found in the beauty scores due to using the 

number of likes, comments, and forwards to indicate 

attractiveness levels. Moreover, the gender distribution 

of TikTok’s facial performance videos is skewed. As a 

result, the beauty rankings of male faces are not always 

as easily explained as those of female ones. 

The majority of current research on face 

attractiveness computation focused on Two-

Dimensional (2D) image faces, particularly the 2D 

frontal aspect of faces. Meanwhile, some early studies, 

as in [24], have used computer-generated faces that are 

digitally blended rather than real faces. However, 

evaluating the attractiveness of real human faces 

requires considering privacy and ethical issues. The 

concern with computer-generated facial images is that 

the expression of hair and facial texture is significantly 

different than in real facial images. Recent advances in 

deep learning-based image creation models effectively 

solve the abovementioned issue. The Generative 

Adversarial Network (GAN) framework for machine 

learning [53] is a generator architecture that excels in 

image creation. Local and global features, such as 

human faces, are significant and can be used to construct 

wholly fabricated but realistic and convincing face 

images [57]. Information such as the height of the 

cheekbones and nose may help to determine facial 

beauty. Such information is difficult to obtain with a 2D 

frontal facial shot. However, relying solely on a 2D 

frontal face view will omit much information about 

attractiveness [61]. While using landmarks to 

characterize forms is fairly frequent, there is no 

agreement on the exact landmarks that should be 

utilized for facial attractiveness analysis. Because the 

frontal and profile views emphasize different aspects of 

the face, combining them can result in more accurate 

facial beauty measurements, reinforcing the theory of 

2.5D facial beauty [76]. The 3D representation is 

ultimately the only approach to gaining a complete and 

accurate representation of face beauty. Despite the 

increasing use of 3D imaging [42, 112], it remains 

relatively underutilized in the field of FBP. 

Table 1. The description of the FBP dataset benchmarks. 

Dataset Ref. Year Size F/M Age LM Race Pose Expression Score Raters 

HotorNot [37] 2010 2056 F 18-40 - Diverse Almost frontal Different 10 30 

M2B [84] 2012 1240 F 19-40 - Western /Eastern Different Different 10 40 

Beauty 799 [13] 2014 799 F N/A 98 Diverse Frontal Almost Neutral 3 25 

SCUT-FBP [115] 2015 500 F N/A 84 Asian Frontal Neutral 5 70 

Celeb A [79] 2015 200K F/M Different 5 Diverse Different Different 2 40 

LSAFBD [126] 2016 20000 F/M Different 5 Asian Almost frontal Different 5 200 

SCUT-FBP5500 [69] 2018 5500 F/M 15-60 86 Asian /Caucasian Frontal Neutral 5 60 

MEBeauty [63] 2021 2550 F/M Different - Diverse Different Different 10 300 

Celebrity [110] 2023 1350 F N/A - Diverse Different Different 3 N/A 

 

3.1.3. Human Raters and Attractiveness Scores 

While attractiveness is subjective, the ratings given to 

facial images by various people tend to be related. This 

allowed for constructing datasets containing facial 

images and human-labeled beauty scores. Identifying a 

ground truth to assess measures of faces is the most 

challenging stage in judging facial attractiveness [76, 

109], and it has a considerable effect on the model’s 

accuracy and robustness, especially in model training 

and validation. 

Commonly the beauty scores in FBP studies are 

divided based on beauty level assessment which is 

varied in different attractiveness scales, usually ranging 

between 2-10 scores to allow the raters to show how 

much they agree or disagree with facial image beauty 

level. Human participants were asked to judge the 

attractiveness of the faces in the database, and the scores 

were produced. Therefore, asking a diverse set of human 

referees to evaluate a series of facial images in terms of 

their facial beauty produced unimodal and compact 

grade histograms, supporting the idea that perception of 

beauty is universal to some extent [38]. Image can be 

rated in several ways. The vast majority of studies have 

used some form of absolute rating, typically a Likert 

scale in which the person is required to rate their level 

of agreement with a statement. This form of evaluation 

requires a considerable number of people to evaluate 

each image to produce a dispersion of scores that can be 

averaged to estimate the actual score. However, this 

approach which uses the average rating is not ideal 

because each user will have a different background in 

image rating, and a user’s assessment of one image may 

be influenced by the rating of the prior image, among 

other aspects. 
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Additionally, when it comes to controversial faces, 

the average score is not necessarily a fair reflection of 

universally agreed preference [46]. Fan et al. [25] 

proposed a different way of image rating. They recast 

the computation of face attractiveness as a Label 

Distribution Learning (LDL) problem, which can cope 

with incomplete or insufficient training data. 

Another technique is asking a user to arrange images 

based on specified criteria. This strategy is more likely 

to yield a reliable result. But sorting a large dataset is 

impractical for users [38]. Pairwise rating is another 

way to show users two images and ask which one is 

more appealing [35, 36].  

This strategy provides the user with a binary decision 

that can be faster than an absolute rating [37, 57, 73, 84]. 

Therefore, the pairwise rating was regarded in [121] and 

then converted to absolute aesthetic scores. 

One of the FBP challenges in the research on facial 

attractiveness computation is a lack of realistic 

attractiveness labels (scores) and an insufficiently 

precise face representation [25]. This is because the 

facial aesthetics in images is substantially adjustable, 

and it has been proved that non-permanent features 

significantly influence the rating score. For example, 

makeup, eyeglasses, expression lighting, and photo 

quality strongly influence attractiveness [16, 17, 22]. 

Moreover, an average rating may ignore some 

individual preferences of attractiveness. While men and 

women agree on beauty generally [60], Schmid et al. 

[103] and Fan et al. [24] found that male raters tend to 

offer slightly higher ratings than females. 

Regarding individual preference for beauty 

assessment, some studies take beauty prediction based 

on personal preference. Thus, the image's beauty score 

is given by a single rater and reflects his/her perception 

of beauty solely. Although significant results have been 

obtained in the appraisal of general attractiveness [62, 

114], efforts to investigate personal beauty preferences 

are scarce and have some ethnic preference bias. 

Developing ground truth to evaluate facial 

attractiveness rating is crucial as it considerably affects 

the model's accuracy and robustness. For instance, the 

number of images, beauty score levels, the number of 

raters, their diversity in both age and ethnicity, and the 

rating technique are all crucial aspects that contribute to 

the efficiency of the dataset and then model 

performance. 

3.2. Facial Image Pre-Processing 

Pre-processing is crucial after gaining an image because 

data pre-processing increases the accuracy of learning 

algorithms. Many image pre-processing methodologies 

have existed, as well as their performance on images 

taken in various environments [64, 58]. Pre-processing 

of data involved noise removal, face detection, face 

alignment, face cropping, and resizing. Face detection is 

a crucial stage that serves as the foundation for 

extracting facial features and performing beauty 

analysis. Landmarks are locations on a plane of a facial 

image that is morphometrically significant. Thus, 

landmark localization is essential in evaluating facial 

geometry to locate important face landmarks [37]. The 

accuracy of facial landmark tracking is affected by 

several parameters, including lighting conditions, 

camera motion, subject movement, and head direction 

[111]. 

Face alignment and cropping procedures have the 

potential to increase performance significantly. 

Additionally, posture and facial expression may 

influence one’s perception of attractiveness [120]. 

Normalization is required when the value of features 

varies greatly between its maximum and minimum 

values. Normalization aids in scaling feature values to 

lie inside a given range [15]. Data augmentation 

techniques, such as flipping or rotation, are also used in 

this stage to increase the training sample size [25, 31]. 

3.3. Facial Image Beauty Representation 

Facial beauty feature representations can be categorized 

into three main types: 

1. Feature-based, which involves geometric and/or 

appearance features approaches. 

2. A holistic approach where the entire image is used to 

predicate the facial beauty. 

3. Hybrid approaches that use local features and the 

entire image. 

These approaches are used for face attractiveness 

representation derived from the facial image to analyze 

and develop FBP models, as illustrated in Figure 8. 

 

Figure 8. Facial image beauty-representation diagram. 

Geometric features can be obtained from face 

landmark positions, distances between landmarks, ratios 

of these distances, angles, and inclinations [80, 76]. 

Most computer science research on finding attractive 

facial traits is geometric or landmark feature based 

[103]. The landmarks can be detected either manually 

[72] or automatically to represent the face in a variety of 

many different studies. The main aspect of evaluating 

facial geometry is the correct localization of landmarks 

on the vital facial regions, such as the face contour, 

eyebrows, eyes, nose, mouth, and chin [77]. Computing 

facial geometric distances and ratio vectors between 

them to extract significant facial features is accurate and 

resistant to lighting and background noises. In addition, 
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geometric facial features based on significant data 

evidence have the greatest impact on facial 

attractiveness and should be treated first during facial 

surgery [105]. Increasing landmark numbers leads to 

more accurate face representation. However, this will 

require more computation complexity.  

Psychological studies indicate that facial detail, 

color, smoothness, and lightness are significant for 

facial beauty perception [116]. Regarding computer 

insight, apparent features consider the local or overall 

appearances of faces as research items that are not 

limited to the simple amount or proportion relationships 

or costly manual landmarks of facial features to analyze 

beautiful traits [126]. A diversity of hand-crafted feature 

descriptors such as Gabor features, Local Binary Pattern 

(LPB), Histograms of Oriented Gradients (HOG), and 

Scale-Invariant Feature Transform (SIFT) could be 

utilized for facial appearance. This is because a human's 

judgment of facial beauty is influenced by facial 

appearance factors such as skin texture, color, gender, 

race, and age. For instance, due to sexual dimorphism, 

male and female faces are considerably dissimilar in 

shape and skin texture [74, 86]. However, representing 

facial features based on each type 

(geometric/appearance) alone might not be appropriate 

enough [23, 134]. Therefore, combining geometric and 

appearance features could give a better facial beauty 

representation.  

On the other hand, gaining features from the entire 

image is a holistic method, usually with a Convolutional 

Neural Network (CNN). Holistic ways can incorporate 

all feature representations rather than taking a specific 

feature type and focusing on local discrete face parts in 

feature-based ways to produce more accurate 

predictions [116]. Consequently, hybridizing the feature 

above representation will include more information in 

the detail face layer and improve performance.  

3.4. Feature Extraction and Selection 

Generally, FBP was considered a classification, 

regression, or ranking problem. Regression and 

classification models are essential in predictive 

analytics. Most research regards face beauty prediction 

to be a fully supervised task. Few studies have used a 

semi-supervised technique, as in [21]. Assessing face 

beauty as a regression task with continuous values may 

provide a wider range of beauty evaluation scales than 

the discrete number or categorical attractiveness scores 

of the classification problem. Meanwhile, tackling FBP 

as a ranking can yield good results when dealing with a 

small dataset. Accurate feature extraction is essential for 

quantifying facial beauty reliably [7]. Many methods 

exist for extracting facial features from images. This 

could be done either based on hand-crafted features and 

traditional machine learning ways or by utilizing the 

embedded extraction of deep learning techniques. 

Recently DCNN and transfer learning notion show the 

efficiency in extracting informative facial beauty 

features in some studies and as a predictor of 

attractiveness score in others.  

3.4.1. Traditional Methods 

Hand-crafted features, such as facial shape and 

geometry features obtained from the landmarks and the 

distances and ratios between them. Researchers often 

build sets of landmarks using heuristics and putative 

rules of beauty such as the averageness, symmetry, 

golden ratio, the facial fifths and thirds, and neoclassic 

canons to extract such geometric features as in [1, 13, 

24, 38, 40, 44, 80, 103]. The majority of researchers 

used a static facial image to model and predict facial 

attractiveness. Kalayci et al. [50] was the first study that 

combined 3-static and 7-dynamic geometric features 

from a video clip to boost the performance instead of 

using these feature sets alone. While Wei et al. [111] 

used Google Face API to extract geometrical features 

from 2D color video streams to create mobile software 

for FBP and to help plastic surgeons plan facial 

reconstruction surgery. More recently, capturing 

dynamic attractiveness features from facial appearance 

and landmarks were proposed by Weng et al. [113]. 

Thus, using a video clip that contains information about 

the mobility and dynamic behavior of the face provides 

a broader understanding and significant information in 

the facial attractiveness analyses. Generally, rule-driven 

features tend to lack generality when tested on various 

face datasets, and they may lose much of the feature 

information that distinguishes beautiful faces. Although 

landmark features and ratios appear to be correlated 

with facial attractiveness, extracting geometric 

characteristics requires a significant amount of effort, 

and it is yet unclear to what extent human brains use 

these features to form their notion of facial beauty.  

Skin texture, colors, smoothness, and other non-

permanent features, such as expressions and makeup, all 

affect the facial beauty's appearance. They are derived 

from the face image and employed as attributes in 

constructing attractiveness analysis and evaluation 

models. For instance, Hue, Saturation, and Value (HSV) 

and canny edge detection were used by Choudhary and 

Gandhi [15] to identify the color and the smoothness of 

the skin, respectively. LBP was used by Diamant et al. 

[19] to extract skin texture, and local phase quantization 

(LPQ), and Local Monotonic Pattern (LMP) were 

employed as well to extract local texture features 

followed by 2DPCA for dimensionality reduction. 

Meanwhile, a multi-scale K-means algorithm was 

utilized by Gan et al. [30] and Gan et al. [32] for the 

texture feature extraction. Texture features impose 

fewer constraints on face postures than geometrical 

features. However, details such as the spatial 

relationship between nearby structures (facial 

geometric) are neglected when apparent features are 

used only. That is why most researchers use a 
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combination of both of them. 

Eisenthal et al. [23] showed that the performance of 

landmark-based methods outperforms appearance-

based methods and that combining the two improves 

performance. Thus, different features, including a 

combination of low and high features (multi-feature 

fusion), were applied in [12, 14, 15, 16, 82, 134]. 

Resulting in high-dimensional features. Principle 

Component Analysis (PCA) is one of the most widely 

utilized ways to minimize the size of the features [3, 57]. 

3.4.2. Deep Learning Methods 

Learned features, on the other side, deep learning 

networks can be used for the extraction of facial beauty-

related features and/or predicting facial beauty scores 

(see Table 2). 

Table 2. The summary of facial beauty computational models based 

on deep learning approaches. 

 Problem type Dataset/#Images Gender Performance 

[29] Classification LSAFBD F ACC. 63.5% 

[108] Classification 4512 F/M ACC. 98.1% 

[70] Regression SCUT-FBP F PC 0.83 

[33] Classification 1600 F/M ACC. 98.6% 

[121] 
Classification JAFFE 

Face warehouse 

F/M ACC. 74.1% 

[125] 
Regression LSAFBD 

SCUT-FBP 

F/M PC 0.88 

0.92 

[63] 
Regression MEBeauty  

SCUT-FBP5500 
F/M 
F/M 

PC 
PC 

0.74 
0.88.5 

[25] Regression SCUT-FBP F PC 0.92 

[37] Regression 2056 F PC 0.46 

[97] Regression 35 F/M PC 0.61 

[64] 
Regression HotOrNot F/M PC 

PC 
0.49 

[120] 
Regression SCUT-FBP 

HotOrNot 

F 

F 

PC 

PC 

0.85 

0.46 

[31] Classification 

LSAFBD 

SCUT-FBP5500 
CelebA 

F/M 

F/M 
F/M 

 

ACC. 

 

68% 

[72] 
Ranking HOTorNOT 

SCUT- FBP 

F 

F 

PC 

PC 

0.46 

0.81 

[116] Regression SCUT-FBP F PC 0.88 

[74] Regression SCUT-FBP5500 F/M PC 0.90 

[21] 

Regression SCUT-FBP5500 

M2B 
SCUT-FBP 

F/M PC 

PC 
PC 

86.60 

48.05 
84.64 

[6] Classification CelebA F/M ACC. 82.5% 

[67] 
Ranking FS-1500a 

LPH d 
F/M 
F/M 

ACC. 
ACC. 

89.60% 
84.80% 

[117] Regression SCUT-FBP F PC 0.87 

[34] Regression SCUT-FBP F PC 0.92 

[104] 
Classification SCUT-FBP5500 

CelebA. 

F/M 

F/M 

PC 

ACC. 

0.92 

85.6% 

[100] Classification 
SCUT-FBP 

SCUT-FBP5500 

CelebA 

F 
F/M 

F/M 

F1-Score 
F1-Score 

F1-Score 

82.6% 
78.6% 

81.8% 

[98] Regression 

SCUT-FBP 

MEBeauty 
SCUT-FBP5500 

F 

F/M 
F/M 

PC 

PC 
PC 

0.879 

0.888 
0.886 

[99] Regression 

SCUT-FBP 

MEBeauty 
SCUT-FBP5500 

F 

F/M 
F/M 

PC 

PC 
PC 

0.91 

0.93 
0.926 

[119] 
Classification 

Regression 

SCUT-FBP 

HotOrNot 

F 

F 

PC 

PC 

0.87 

0.48 

[118] 
Regression SCUT-FBP5500 

SCUT-FBP 

F/M PC 0.87 

0.89 

[97] Classification CelebA F/M ACC. 82.8% 

• F: Female; M: Male; ACC: Accuracy; PC: Person Correlation, SCUT-FBP: South China 

University of Technology-Facial Beauty Prediction. 

Lebedeva et al. [64] were pioneers in building FBP 

models without landmarks under unconstrained 

conditions based on texture features using a hierarchical 

feed-forward model to tackle the issue of facial feature 

landmark localization and imposing stringent limits on 

training samples. While apparent features were 

extracted by adaptive deconvolutional network AND 

were proposed in [33], that extracts significant 

information in an unsupervised way for FB evaluation. 

A CNN with a variety of network architectures takes the 

entire image as an input for the sack of facial beauty 

representation to extract informative and descriptive 

features as in [6, 25, 62, 67, 72, 70] and the efficiency 

of the inception model to extract multi-scale features of 

facial images for FBP has been proved in [29]. It was 

discovered that cascaded fine-tuning is an important 

strategy for combining feature information for face 

attractiveness prediction, as in [73, 116, 117] to enhance 

FBP’s performance. 

A pre-trained CNN can offer more than excellent 

results in computer vision [20], and due to the scarcity 

of annotated face images, training a DCNN directly may 

result in significant overfitting. Transfer learning has 

recently received much attention as it allows fine-tuning 

from a pre-trained model or employing the learned 

neural network as a feature extractor to complete the 

tasks. Such pre-trained models were used for face-

related tasks. For instance, DenseNet in [63] pre-trained 

on ImageNet. Face verification based on VGG16 [31, 

120], and VGG-face identification [21] is used for high-

level feature extraction to predict facial attractiveness. 

A hybrid approach in [34] that simultaneously 

performed the FBP and the localization of facial 

landmarks based on appearance and geometric features 

extraction employing a multi-task deep learning 

approach. Meanwhile, pixel-wise labeling masks 

presented in [104] were fed to MobileNetV2 for 

learning the semantic representation of high-level 

features. 

3.5. Predicting Facial Attractiveness Methods 

Research has shown that machine has the capability to 

learn how to assess facial beauty. Studies conducted 

between 2001 and 2010 predominantly depended on 

statistical and shallow machine learning techniques to 

automatically predict the facial beauty score. 

Subsequently, the use of deep learning has become 

dominant due to its superior performance over 

traditional machine learning methods. More detailed 

information about facial image estimation approaches is 

illustrated in the next subsections. 

3.5.1. Machine Learning Techniques  

The derived features from facial images and the ground 

truth are utilized for training data samples. The training 

set should be sufficiently large and diversified to 

provide the classifier with adequate training [38]. The 
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development of pattern analysis and machine learning 

technology has expanded the scope of study on facial 

attractiveness beyond subjective psychological 

cognition. Machine learning techniques can predict and 

improve facial beauty classification, regression, and 

ranking. Different machine learning algorithms and 

statistical techniques have been developed to map the 

representative aspects of a beauty score. This includes 

K-Nearest Neighbors (KNN) [1, 48], C4.5 [38, 40], 

Support Vector Machines (SVM) [30, 32, 33, 80, 134], 

Random Forest (RF) [62, 31] and Artificial Neural 

Networks (ANN) [67, 99]. Regression analysis includes 

Linear Regression (LR) [16, 23, 24, 103]. Support 

Vector Regression (SVR) [12, 13, 14, 64, 70] and 

Bayesian regression [120] as well. However, using 

statistical and traditional machine learning techniques 

for facial image aesthetic assessment becomes less 

effective with advanced deep learning approaches. 

3.5.2. Deep Learning Techniques 

Due to the difficulty of modeling beauty from 

fundamental principles, it is a perfect target for data-

driven techniques, including deep learning [19]. Deep 

learning is extremely useful for computer vision 

applications. Stack layers are used to extract the features 

automatically. CNNs have been brought to sharp 

attention by many researchers in recent years as a new 

machine learning research technique [65]. DCNNs 

outperform hand-crafted descriptors in feature 

extraction and prediction. However, to complete a task, 

it may be necessary to create alternative network 

architectures and train DNNs roughly from scratch, 

which requires significant computational effort. A light 

CNN called Facial Image Attractiveness Classification 
Network (FIAC-Net) was proposed by Saeed et al. 

[100] to classify the attractiveness of facial images into 

four different beauty classes utilizing SCUT-FBP and 

SCUT-FBP5500 datasets. The FIAC-Net was also 

implemented on CelebA dataset to assess whether the 

facial image is attractive or unattractive, with a 

significant reduction in the number of the learnable 

parameters, and it provided competitive results. 

Since deep learning techniques necessitate large 

amounts of data, which frequently scars, the information 

processing technology office of the defense advanced 

research projects agency’s department put out a new 

transfer learning task in 2005 as the capacity to 

recognize and adapt knowledge and abilities gained in 

prior tasks to new tasks [125]. According to this 

definition, transfer learning is extracting knowledge 

from one or more source tasks and applying it to a target 

task to tackle the overfitting issue caused due to data 

scarcity. In addition, transfer learning can help in saving 

training time. Therefore, transferring the knowledge of 

the pre-trained CNNs and Network fine-tuning in [116, 

117] is preferable to training from scratch since the pre-

trained models already have a large amount of task-

related data, as in [21, 63, 108, 125]. To get the merits 

of training a network from scratch and the utilization of 

the pre-trained deep networks, Saeed et al. [98] 

proposed an ensemble regression model that includes 

three CNNs, one trained from scratch on the task of 

FBP, and two well-known (AlexNet, VGG16Net) were 

fine-tuned and retrained on estimating the facial 

aesthetic score. In the same context, a new ensemble 

loss function has been proposed by Romm [99] through 

combining L1, l2 and log-cosh loss functions. It 

contributes in enhancing the beauty prediction 

performance by leveraging the strengths of each 

individual loss function, as evaluated across various 

pretrained networks utilizing three FBP benchmarks. 

Another aspect that impacts the deep learning process 

is the number of hidden layers. A deeper network is 

supposed to give a better outcome. Consequently, a deep 

residual network was used in [6, 25, 110, 119, 121] for 

FBP. However, deep architectures generally require 

more computational complexity. The complexity and 

the depth of neural network structure require many 

parameters and high dimensions that may lead to 

significant time consumption. Therefore, Zhai et al. 

[127] used a Broad Learning System (BLS) and fused 

local features with two-dimensional PCA for faster FBP 

training. Their proposed method could be considered an 

alternative to deep learning, considering the trade-off 

between training time and accuracy. 

In addition to the classification and regression 

problems, FBP could be a ranking problem. Beauty deep 

ranking for a pair of facial images was implemented in 

[67, 72]. Ranking facial beauty can work relatively well 

with small datasets. Facial parsing masks with co-

attention learning were adopted in [104] to enhance 

FBP. 

Some studies tried simultaneously estimating the 

facial attractiveness level with distinct but related tasks. 

Multi-Task Learning (MTL) is a technique for 

concurrently learning multiple related tasks utilizing a 

common representation. It has demonstrated the 

potential to leverage the synergy between distinct but 

related tasks such as the prediction of gender, race 

and/or landmark localization in addition to the FBP as 

the main task as in [31, 34, 118], which in turn can 

improve the model accuracy. 

3.6. Model Validation and Performance 

Evaluation 

The performances vary depending on the variety of 

utilized datasets, as well as the variety of features and 

the learning methods. These models can estimate the 

facial attractiveness score as a regression problem and 

can be evaluated using Pearson Correlation (PC) or 

sometimes reefed as (r). It assesses the strength of the 

linear relationship between predicted beauty scores and 

actual human ratings. A high PC coefficient, close to +1, 

indicates that the model's predictions align closely with 
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human judgments, suggesting that the model effectively 

captures the features influencing perceived facial 

attractiveness. While the Mean Absolute Error (MAE) 

and the Root Mean Squared Error (RMSE) measure the 

error rate among the target and the predicted scores [98]. 

Similarly, metrics such as the F1-Score and accuracy 

are employed to assess the efficiency of FBP based on 

the classification task [99, 100]. Greater PC, F1-Score, 

Accuracy, and lower MAE and RMSE values indicate 

higher prediction performance. These metrics are 

expressed as follows: 

Given N testing images set: 

𝑃𝐶 =
∑ (𝑦𝑖−�̅�)(𝑝𝑖−�̅�)𝑁

𝑖=1

√∑ (𝑦𝑖− �̅�)𝑁
𝑖=1

2 √∑ (𝑝𝑖−�̅�)𝑁
𝑖=1

2

 

𝑀𝐴𝐸 =
1

𝑁
∑|𝑦𝑖−𝑝𝑖|

𝑁

𝑖=1

 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑ (𝑦𝑖−𝑝𝑖)

𝑁

𝑖=1

2

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 ∗  (𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑟𝑒𝑐𝑎𝑙𝑙)

(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑟𝑒𝑐𝑎𝑙𝑙)
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑜. 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 

𝑇𝑜𝑡𝑎𝑙 𝑁𝑜. 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 
∗ 100 

The label of the ground truth represented by yi and pi 

denotes the predicted score of the Ith image. The average 

of all labels in the ground truth is symbolized as �̅� while 

�̅� referred to the average of the predicted scores. 

Regarding classification tasks, precision is the 

proportion of true positives (correctly classified positive 

instances) out of all positive predictions made by the 

model [119]. It measures the accuracy of the positive 

predictions. Meanwhile, the recall is the proportion of 

true positives out of all actual positive instances in the 

dataset. It measures the ability of the model to identify 

positive instances correctly. Dividing the successfully 

predicted cases over the total number of forecasts yields 

performance accuracy [97]. 

4. The Importance of Facial Components 

and Automatic Beauty Assessment 

There is a significant relationship between facial 

attractiveness and facial features. The attractiveness of 

the face and facial features are inextricably linked. The 

cultural effect on beauty judgment is extremely 

significant, as evidenced by the various canons created 

to evaluate female attractiveness over time. The Greeks 

liked an oval facial for men and women alike, with a 

narrow forehead to emphasize the hair. On the other 

hand, the ancient Egyptians thought a broad forehead 

and well-defined mandibles attractive [109]. There was 

evidence of a preference for wider foreheads and the 

absence of wrinkles throughout the Middle Ages, even 

if the criterion was not judged ugly at the time, as 

evidenced by modern positive remarks on grey hair 

[93]. However, cultural variations can also be seen 

within the same period. 

Many research has been published in social, 

psychological [131], and medical viewpoints [89, 124, 

51] that tried to answer the key question in facial 

attractiveness, namely, which parts of the face 

contribute to the overall attractiveness of a face and to 

what extent? as it is not wholly answered yet. This 

review tries to figure out which facial component has 

more impact on the attractiveness of a facial image. This 

is done according to the surveyed previous related work. 

This investigation, to our knowledge, has not been done 

before from FBP perspective as it is an emerging topic, 

and the resources are relatively few. Researchers in 

[104] presented that the facial components are more 

important for attractiveness prediction than the 

background. Consequently, it is clear from Table 3 that 

the shapes and look of the eyes is the most impact 

element in FBP followed by the shape of mouth and lips 

in a second degree of importance in assessing facial 

beauty. 

Table 3. The impact of facial components on FBP. 

Reference Year Eyes Mouth/Lips Face shape Skin Hairstyle Eyebrow Nose Chin 

[98] 2023 √ √   √    

[111] 2021 √        

[108] 2021    √  √  √ 

[29] 2020 √ √  √  √  √ 

[134] 2020   √ √     

[109] 2020  √       

[46] 2020 √ √       

[118] 2019 √    √    

[104] 2019 √      √  

[133] 2019 √  √   √   

[69] 2018   √      

[119] 2018  √ √    √  

[120] 2018     √    

[116] 2015 √ √  √     

[129] 2011   √      

 

Face shape also significantly influences facial 

attractiveness, consistent with earlier psychological 

studies. In addition, Zhao et al. [134] discovered that 

faces characterized by oval and heart-shaped have more 

beauty scores than other face forms. Faces with square 

shapes ranked the lowest on average regarding beautiful 

(2) 

(3) 

(4) 

(5) 

(6) 
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faces. Since facial skin can reflect one's age, wrinkles, 

and overall health, it affects how people perceive facial 

attractiveness. Similarly, the eyebrow and the hairstyle 

both have a comparable degree of importance with the 

facial skin when evaluating the aesthetic of a face. Zhao 

et al. [133] explored the relationship between facial 

beauty and its features by combining the global face 

shape and local geometric features of the eye and brow 

with computer big data analysis on the image of 300 

Asian females and utilizing machine learning methods 

for FBP. They revealed that high-bending brows with 

small eyes and a round face, low-bending brows with 

big eyes, and a longer face would result in a higher 

attractiveness score for the facial image. Nose and chin 

could have approximately the same effect on the FBP, 

which might be relatively less effective on facial beauty 

assessment compared to the other facial components. 

This may reflect the limitation of 2D facial images in 

capturing some informative beauty-related features. 

Lin et al. [74] have shown that other factors, such as 

gender and race, might have a more potent impact on 

facial attractiveness than geometric ratios. Meanwhile, 

Rhazi et al. [90] found that the main gender difference 

is detected in the forehead and chin portions. They also 

found that the chin and forehead in men tend to be 

stronger and larger than in women’s. On the other hand, 

the greatest variations by age occur in areas such as the 

brows, nose, and chin. The brows decrease from high to 

low, making the eyes appear smaller. Similarly, the 

nasal tip gradually descends, causing nose growth, and 

the chin devolves the same way as the nose and brows. 

Moreover, it was found by Komori et al. [57] that the 

height of the forehead form, which is associated with 

child schema, and the height of the cheekbone contour, 

which is related to sexual dimorphism, both have a 

significant impact on facial image aesthetic appraisal. 

Figure 9 visually presents the contribution 

percentages of facial components to FBP, based on an 

extensive investigation of state-of-the-art approaches. 

The pie chart illustrates the relative importance of 

different facial components in the process of beauty 

assessment. Notably, the eyes emerge as the most 

influential factor, contributing significantly with a 

percentage of 25%. Following closely, the lips/mouth 

exhibit the second highest degree of importance, 

accounting for 18% of the overall contribution. Other 

prominent factors include face shape at 15%, skin at 

12%, and hairstyle at 9%. The remaining 21% is 

distributed among eyebrows at 9%, while the nose and 

chin each account for 6% of the overall contribution. 

These findings provide valuable insights into the 

relative importance of facial components in assessing 

beauty and offer a foundation for further research and 

practical applications in the field of facial aesthetics 

assessment. 

 

 

Figure 9. Facial components’ contribution percentage to FBP based on the investigated state-of-the-art. 

5. Challenges and Open Issues of Facial 

Images Automatic Beauty assessment  

Despite the considerable strides in FBP, several 

obstacles still impede progress in this nascent research 

domain. Addressing these open issues and concerns is 

critical for optimizing the accuracy and generalizability 

of FBP models. This review seeks to highlight and 

explore these challenges, which encompass the 

following: 

1. The first and main issue is the lack of sufficient 

public dedicated face beauty benchmark that satisfies 

all the required conditions, including the diversity of: 

a) Subject’s ethnicity, gender, age, pose, expression, 

and level of beauty, particularly extremely 

attractive and unattractive faces due to the 

dominance of average faces. 

b) Rater’s number, ethnicity, gender, age, and social 

background. One of the most serious challenges 

with FBP is the lack of universally agreed ground 

truth. 

2. Most existing face databases are relatively small, 

gender-specific (female), and not publicly accessible. 

While deep learning approaches require massive 

data, this will lead to overfitting issues. In addition, 

the majority of databases are for female faces. This is 
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because assessing beauty with a male is more 

challenging than with a female. The public 

accessibility to the existing FBP databases is a worth 

mentioning issue that confronts the researchers due 

to the privacy issues of their authors. Consequently, 

predicting the attractiveness model becomes easier 

when restricting any of all the aspects above in 1 and 

2. However, this would affect the accuracy of the 

model and the generalizability. 

3. Most existing face databases are relatively small, 

gender-specific (female), and not publicly accessible. 

While deep learning approaches require massive 

data, this will lead to overfitting issues. In addition, 

the majority of databases are for female faces. This is 

because assessing beauty with a male is more 

challenging than with a female. The public 

accessibility to the existing FBP databases is a worth 

mentioning issue that confronts the researchers due 

to the privacy issues of their authors. Consequently, 

predicting the attractiveness model becomes easier 

when restricting any of all the aspects above in 1 and 

2. However, this would affect: 

a) The accuracy of the model and the 

generalizability. 

b) How to represent the face and the role of beauty-

related features in this representation and 

extraction are vital factors that should be 

considered. The majority of existing work is based 

on 2-dimensional images. However, many 

informative beauty-related features could not be 

captured based on 2D images. For instance, lateral 

face view contributes significantly to beauty 

assessment. Therefore, only 3D representations 

can represent the human face accurately. 

However, only a few studies utilized 3D facial 

images with some limitations, such as a small 

number of images. 

c) The scarcity of realistic beauty scores or labels is 

due to the lack of an accurate facial depiction that 

captures the key features of attractiveness. This is 

due to various positions, facial expressions, low 

resolution, and lighting issues. For instance, some 

smiley faces are more appealing, and when two 

images of the same face are taken, the smiling 

image is often more beautiful. Thus, smiling faces 

are perceived as more attractive than neutral faces. 

Thereby eliminating the attractiveness gap 

between faces with various expressions allows 

realistic comparison and study of beauty and a 

more objective appraisal of facial beauty that is 

dominated by different features or elements and 

little impacted by other or superficial aspects. 

Moreover, it has been argued that the average 

rating may not consider the individual preference 

for attractiveness. Therefore, appropriate image 

analysis and rating methods significantly affect 

ground truth building. Although both men and 

women agree on the concept of attractiveness in 

general, studies have shown that some rating 

differences might occur between both genders. 

Where males provide slightly higher ratings than 

female raters. Consequently, developing an 

appropriate model for precisely predicting facial 

beauty levels remains challenging. 

d) Many recent studies have used pre-trained 

DCNNs on various face-related social traits to 

estimate how people will react to new facial 

images based on these attributes. However, 

conflicting findings have been discovered when 

the performance of previously trained models has 

been compared [72]. Furthermore, it is unclear to 

what extent pre-trained DCNN attributes have 

accounted for the same or distinct variance in 

social evaluations based on facial features. The 

effectiveness of this strategy in generalizing out of 

sample across face databases and human raters has 

remained a barrier, which is an increasing concern 

in modern learning algorithms for practical 

applications. 

e) Until now, there has been no complete answer to 

the question that asks, “Which face components 

and to what extent contribute to facial 

attractiveness?” This paper tries to figure out the 

answer to this question in terms of computer 

vision based on the reviewed FBP literature that 

finds the shape and the look of the eyes as one of 

the most effective elements in evaluating facial 

aesthetics. 

6. Conclusions 

Artists, philosophers, and scientists have been 

attempting to unravel the mystery of beauty for 

centuries. While evaluating facial attractiveness is a 

complex process that varies among individuals and over 

time, studies have found that people use consistent 

criteria. Computer vision can be utilized to create a 

robust attractiveness prediction model, despite the fact 

that facial beauty perception is connected to personal 

preference. Facial beauty evaluation has many medical, 

social, and psychological applications. However, due to 

a lack of sufficient benchmarks dedicated to facial 

attractiveness evaluation, there are limitations to 

developing an ideal assessment. This, in turn, requires 

diversity in several crucial aspects and techniques that 

affect facial beauty representation and assessment. The 

following points shed light on the key findings and 

implications for future FBP-based research. 

AI and deep learning use regression and 

classification models in predictive analytics. 

Furthermore, quantifying facial beauty images as a 

regression task with continuous values may provide 

greater beauty judgment levels than discrete numbers or 

categorical attractiveness scores. Meanwhile, FBP 

ranking works well with small data. 
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The process of estimating the level of beauty in a 

facial image from a machine perspective is limited by 

the lack of sufficient, dedicated benchmarks and the 

way of representing the aesthetic-related features. This, 

in turn, requires diversity in several crucial aspects and 

techniques that affect facial beauty representation and 

assessment.  

Early FBP research developed features based on 

heuristics and putative rules (averageness, symmetry, 

neoclassical and golden ratio). Most of these facial 

beauty principles involve ratios and distances between 

geometric facial features. These concepts and hand-

crafted qualities are not universal. It also requires 

laborious face landmark annotation. Moreover, 

traditional descriptors were utilized in several research 

studies for local region appearance features or as a 

holistic image. Combining geometric and appearance 

features through multi-feature fusion and 

dimensionality reduction may improve results. With 

advanced deep learning neural networks, beauty feature 

extraction and prediction using statistical and 

conventional machine learning methods becomes less 

effective. 

Deep data-driven techniques like CNNs have shown 

their efficiency in estimating facial image attractiveness 

as extractors and predictors. Better performance can be 

achieved with a deeper CNN structure, larger input 

images, and smaller convolution kernels. Deep learning 

requires large amounts of data. Thus, overfitting can 

result from inadequate data. Many effective ways exist 

to solve this problem. For instance, transfer learning and 

fine-tuning are used to adjust the parameters of a pre-

trained network to acquire a better result in an 

acceptable time. Data augmentation is another method 

of increasing training samples to handle the overfitting 

issue. In addition, the use of dropout as a strategy to 

combat overfitting in neural networks is becoming 

increasingly popular. 

This review analyses FBP literature to answer the 

most debatable question: “which facial features affect 

beauty assessment, and to what extent?”. Most of the 

literature that has been studied emphasizes the 

importance of the eyes and mouth (lips) when 

evaluating a face's attractiveness. However, it is 

commonly recognized that the nose affects facial 

beauty. According to FBP-reviewed studies, the nose 

has less impact on the facial beauty assessments based 

on the machine perspective. This is because 2D images 

cannot properly capture some informative features, such 

as the height of the nose. Thus, utilizing facial images 

with three dimensions can assist in representing facial 

features more accurately. 

It has been concluded that automatic FBP combines 

both objective and subjective elements. While objective 

and data-driven features are used for analysis and 

scoring, the concept of the beauty itself in the 

construction of face dataset is inherently subjective. The 

models aim to provide objective beauty scores, but they 

may still reflect certain subjective biases present in the 

data or the cultural context in which they were 

developed. This makes the researchers strive to 

minimize subjectivity and improve model 

generalizability. 
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