
The International Arab Journal of Information Technology, Vol. 22, No. 1, January 2025                                                         11 

Hierarchical Method for Automated Text 

Documents Classification 

Mohamed H. Mousa 

University of Jeddah, College of Computer 

Science and Engineering, Department of 

Computer Science and Artificial Intelligence 

Jeddah, Saudi Arabia 

mhmousa@uj.edu.sa 

Ayman E. Khedr 

University of Jeddah, College of Computing 

and Information Technology at Khulais 

Department of Information Systems 

Jeddah, Saudi Arabia 

aeelsayed@uj.edu.sa 

Amira M. Idrees 

Faculty of Computers and 

Information Technology 

Future University in Egypt 

Cairo, Egypt 

amira.mohamed@fue.edu.eg 

Abstract: Digitalization is currently not a concept the world seeks to apply; rather, it is a fact this world lives in. The 

transformation for the green world has strongly introduced the principle of eliminating hard copy resources while maintaining 

their digital versions. The immense amount of information that resides in electronic documents opened a wide road for research 

a long time ago. On the other hand, information extraction, text mining, and Natural Language Processing (NLP) are three 

concatenated fields that have gained their unique place in the digital world through time. This research aims to introduce a 

novel method for Arabic document classification. The research provides multi-tagging to the document according to a set of 

criteria, one of these tags is the hierarchical classification for the document that could play an efficient role in its related field. 

For example, documents in healthcare systems beehive could lead to exploring a new symptom of a disease, as it is known that 

symptoms could continuously mutate over time. The proposed method succeeds through the generated schema to relate between 

old and new symptoms, which makes it no surprise when evolving and gives a chance for pre-preparation and success to 

containment. The technical challenges of this study include the ability to successfully apply text mining techniques and machine 

learning. Additionally, the higher level of challenges that arise in this study is the fact that the processing is applied to Arabic 

text documents. Arabic has been known to be a complex language as it has its unique nature. The proposed method has been 

applied, compared with known methods, and its effectiveness has been confirmed by applying a classification task with an 

Accuracy equal to 99.5%. 
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1. Introduction 

Many online repositories have been developed due to 

the immense amount of data that emerges in a daily 

basis on the Internet. As most of the online data is text 

(unstructured), this situation highlighted the strong 

demand for classification methods for reliable text 

classification. This need has been highlighted with the 

fact that most of the unstructured online data is valuable 

and could lead to rich information. Machine learning 

(ML) field has contributed with a high level of success 

towards a timely reliable and accurate processing of text 

data with putting a glance that most of the machine 

learning algorithms could deal with massive amount of 

data [15]. 

Text documents classification is one of the Natural 

Language Processing (NLP) field tasks. Text 

classification focuses on investigating the documents 

text and apply a representative label for this document 

based on its content. As this task is clearly exhausting, 

many automated methods have been proposed to 

perform this task [17]. Automated methods lead to more 

simplification for the classification task with 

maintaining the high level of accuracy [20]. In addition,  

 
automated text documents classification methods 

provide a standardized model for the task which leads to 

the possibility to process multiples of data in size with 

specific requirements and trusted steps. On the other 

hand, manual text documents classification by the 

interference of experts is not as efficient when dealing 

with the continuously increasing amount of documents. 

Different objectives have been targeted such as 

language detection [33], credibility detection, 

sentimental analysis, and others. These objectives 

confirmed the immense need for automated text 

processing methods in general and text documents 

classification in specific [34]. 

Data transformation from unstructured to structured 

data is currently an essential objective to all business 

fields. It enable business leaders to explore the 

interesting patterns in text. Machine learning techniques 

successfully contribute to change the perspective of 

unstructured apparently unrelated data into high 

structures related and interesting patterns of data. While 

text processing is challenging, the challenge is more 

sophisticated for Arabic language. Focusing on Arabic 

language, it has been reported that it is the fourth 
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popular language on the Internet with more than twenty 

two thousand Internet users which represented about 

five percent of the total Internet users in 2019 while the 

growth rate is reported to be about nine percent over the 

last twenty years [34]. Although many research have 

focused on Arabic as Arabic morphological derivation 

is one of the reasons for the high language complexity, 

however, there is still a need for more work in the field 

targeting to reach a reliable dependable result. Arabic 

text language processing highlights many challenges 

[38, 40]. One challenge is the large size of the 

vocabulary set members. The different form of the same 

letter is another challenge in Arabic. For example the 

letter ALEF “أ” could be written as “ ا,  ,إ  آ,  أ , …etc.,”. 

Moreover, the grammar rules of Arabic is related to 

different conditions including the gender, singular and 

plural forms, and others. Additionally, the Arabic 

sentence structure has different forms to be verbal form 

or nominal [39]. 

The current research proposed a novel model for text 

classification. The proposed model is based on a 

hierarchical approach that applies natural language 

techniques and machine learning algorithms. The 

proposed research proposes an adapted method for NLP 

that targets more accurate exploration to the text 

keywords which are considered the pillar of the 

classification task. The text features are extracted by 

adapting the Term Frequency (TF) and the Inverse 

Document Frequency (IDF) for each term to determine 

the TF/IDF method by exploring the semantic 

relationships of the text terms and adapt the weighting 

scheme with considering the joint weight of the 

semantic relation of the term with TF/IDF weighting. 

Each document is represented in a vector format, 

features are detected. Synonyms, repetition, common 

features, irrelevant features, and other vital information 

are explored to be able to reach the required 

classification results with the highest performance. 

Different machine learning algorithms contributes in the 

current research targeting to determine the most suitable 

algorithm and ensure the highest performance. The 

following contribution could be highlighted for the 

current research. 

• An adapted method is proposed following TF/IDF for 

higher accurate features determination.  

• Highlighting the positive contribution of the 

interdependence of the semantic relationships 

between the text terms and weighting measures, 

specifically TF/IDF, in more accurate exploration. 

• Proposing a novel method for extracting semantic 

relationships between the text terms which depends 

on the siblings’ communication nature. 

• The contribution of a set of nine classical and deep 

learning classification algorithms that vary in nature 

with performing extensive evaluation. 

The remaining of the research demonstrates the related 

work in section 2, the proposed method in section 3, the 

experiment and evaluation in section 4, and finally the 

conclusion. 

2. Related Work 

Classification task has been previously applied for 

different tasks [8, 44] while text classification in 

specific has also been applied for many targets besides 

document classification in [13] such as Query 

answering [14, 30]. Text classification has proved its 

effect in different fields such as the educational system 

adaptation [25, 36], credibility [19, 21, 26, 42, 43], and 

even contributing in rules based systems [18]. 

Different research have discussed the previously 

proposed models for English text categorization [2]. 

More work has been demonstrated in [11, 43] for Arabic 

language. On the other hand, different languages have 

been highlighted in other research [24]. The research 

[10] applied text mining techniques on Portuguese 

language dataset with a precision 72.7%. The research 

highlighted the need for more computational to the 

Portuguese language to identify the semantic aspects as 

well as the syntactic aspects of the language in order to 

be able for processing. Focusing on Arabic, different 

research have been performed for Arabic corpus 

enrichment [6]. This focus has been highlighted as a 

vital research and was always one of the priority 

branches [21]. Othman et al. [32] highlighted the lack 

of Arabic text data sources that could be utilized for 

Text classification. The researchers reached this 

conclusion as most of the datasets either have no defined 

classes [29] or the defined classes are misleading. 

Accordingly, the work in the research [35] focused on 

preparing a dataset of about thirteen thousand 

documents but it could be considered small for 

classification tasks. This focus is also tackled in [16] but 

with a need for more classes’ extension.  

Sabri et al. [37] presented a comparative study of six 

classification algorithms over an Arabic News dataset 

collected from Aljazeera website. The authors used the 

same parameters and concluded that Naïve Bayes (NB) 

has the highest performance score. This conclusion is 

also reached Wang et al. [41] with a considerably low 

performance equal to 80.41%. Other researchers such as 

Jasti et al. [22] highlighted the positive contribution of 

the Feature Selection (FS) task. The research [1] applied 

the n-gram selection with the combination of K-Nearest 

Neighbor (KNN) algorithm while the research [5] 

applied four classification algorithms with two FS 

methods on an Arabic text dataset that is extracted from 

BBC website. Although the effort for these research is 

clear, however, the reached performance highlighted the 

need to focus for raising the classification accuracy 

results. Different research applied different 

classification techniques either traditional techniques 

[3, 31] or deep learning [9, 12]. It is a common objective 

for all researchers to seek for higher performance in the 

applied task, therefore, the researchers seek to shed the 
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light for the better technique. Boukil et al. [7] presented 

the advancement of Neural Networks (NN) over 

Logistic Regression (LR) while Alzubi et al. [4] 

presented the advancement of applying FS before NN. 

Highlighting the contribution of TF/IDF [27, 28], as it 

is the focus of the current research, a research [27] 

utilized it for tagging the questions of the students’ 

exams. In addition, NB is applied for the questions 

classification task. The research reached a precision and 

recall in the eighties which is considerably low 

performance. Another research [28] proposed a 

modification for TF/IDF with a performance no more 

than 89.7% which is less than the performance reached 

by the current research based on the proposed 

adaptation. 

Although the previously presented research reached 

reasonable performance, however, to the best of our 

knowledge, there was no work that highlighted the 

benefit of merging different perspectives until this 

research. This current research does not only perform 

the highest performance well known FS technique, it 

also performed a study to highlight the most suitable 

classification algorithms. Moreover, it highlighted the 

strong contribution of merging the semantic relationship 

with the FS technique for higher performance. 

Moreover, the current research argues that the proposed 

merge does not need any additional resources, the 

semantic relationship is extracted through applying one 

of the most natural relation concept which is the 

siblings’ relation. In the field of text processing, one of 

the most vital aspects is the data. Therefore, the current 

research argues that the proposed semantic relation 

provides higher quality on data which consequently 

raise the performance of the classification algorithms. 

3. The Proposed Hierarchical Method for 

Automated Text Documents 

Classification 

Utilizing machine learning techniques in NLP requires 

preparing the data to a uniform that these techniques 

could process. Therefore, Vectorizers are used to 

transform the text which is considered categorical 

features into numerical vectors which could be 

processed by the machine learning techniques. First, the 

words conforming the text are considered the 

categorical features, it is transformed into a 

corresponding numeric value. Then the phrases in text 

which are a sequence of words is then transformed into 

a vector of numbers. Each phrase has a corresponding 

vector. 

3.1. Text Vectorization 

Although there are different techniques that contribute 

in the process of the numeric vectors retrieval [28]. The 

most well-known methods for this task are Word-Count 

(WC) and TF/IDF methods. Both methods succeed in 

representing text in a numeric format as a vector of a 

sequence of numbers. The first method, WC, targets to 

count the words in the document with highlighting the 

highest counted words as features. This perspective has 

proved to be not accurate in many situations [28]. On 

the other hand, TF/IDF adopts the concept of the word 

weight in the documents’ set which is proved to be more 

accurate [27]. Therefore, the current research aims to 

utilize the TF/IDF method for the required task. TF/IDF 

effectiveness has been proven in different research to 

positively enhance the mining performance as per its 

accurate text-to-numeric representation. 

While different methods identify keywords as the 

most frequent terms in the document, TF/IDF performs 

in a different vision. It identify keywords according to 

the term’s relativeness with respect to the whole context 

rather than a single document. An experiment has been 

conducted targeting to evaluate both methods. The 

dataset was retrieved from Kaggle website [23], it 

included Arabic News dataset. The dataset consisted of 

six news categories with a total of one hundred and 

eighty news records. The experiment targeted applying 

each experiment as a FS method for a set of 

classification algorithms and evaluate the classification 

results accordingly. Four classification algorithms 

contributed to this experiment, they are Decision Tree 

(DT), KNN, Support Vector Machine (SVM), and 

Random Forest (RF). For each classification algorithm, 

the algorithm has been applied before and after applying 

the selection methods. This means that each algorithms 

has been applied three times, before FS, after FS using 

the WC method, and after FS using TF/IDF method. The 

results are illustrated in Table 1. As shown in Table 1, 

the results confirms the highest accuracy for the 

classification algorithms using TF/IDF method. 

Table 1. Classification results before and after FS. 

Algorithm Before FS FS using WC FS using TF/IDF 

DT 91.4 91.6 92.2 

KNN 91.7 70.2 94.6 

SVM 92.5 92.7 96.1 

RF 94.3 93.6 95.2 

According to the enhancement that is illustrated in 

Table 1, TF/IDF succeeds with the highest performance 

results. However, as TF/IDF does not detect the 

semantics of the terms and depends only on the 

relativeness of the term in the whole context, the current 

research argues that considering the semantic relations 

between terms provides more accuracy in the exploring 

the keywords in the context. Therefore, the next step 

proposed an adaptation to the TF/IDF method which 

explains how the semantic relations could be explored 

and results in a higher performance 

3.2. The Proposed (STF/IDF) Method by 

Adapting TF/IDF Based on Siblings 

Relationship 

In this section, an adaptation is proposed for the TF/IDF 
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method, namely Square root Term Frequency/Inverse 

Document Frequency (STF/IDF), targeting for higher 

key terms determination accuracy. Figure 1 illustrates 

the main steps for the proposed method. 

 

Figure 1. Main steps for the proposed method. 

STF/IDF captures the semantics of the terms rather 

than relying on only the term appearance count in the 

document in specific and in the context in general. The 

keywords are explored by the collaboration of two 

approaches, TF/IDF and the semantic relationship 

between terms. A term is considered in the keywords’ 

final set for a class when either the term is in the 

AlfaTerms Set which means that it is above the TF/IDF 

threshold or the term has a sibling relationship with one 

of the terms that belong to the AlfaTerms Set. In case 

that the term and its sibling are members in the 

AlfaTerms Set and belong to different classes, then they 

are considered keywords for both classes (multi-

inheritance). 

The proposed method includes three phases namely 

determine weight by TF/IDF, Detect terms’ siblings, 

and explore final keywords’ set. The first phase 

deliverable is the first set of key terms, namely 

AlfaTerms, which are considered subset of the final set 

of documents’ features. The members of this set are 

determined using TF/IDF measure. In this phase, the TF 

and the IDF for each term are determined for each term 

in the documents. According to the identified weights, 

the terms that weights are above the threshold are 

extracted and highlighted as members in the AlfaTerms 

Set. The members of this set are confirmed as keywords 

to their assigned class. They are then utilized to extend 

the keywords final set by examining their semantic 

relationship with other terms in the context. 

The second phase deliverable is the first set of key 

terms, namely SibTerms, which are also considered 

subset of the final set of documents’ features. The key 

step in this phase is identifying the key terms semantic 

relationships [38] which are identified by the siblings. A 

term has a semantic relationship with one of the 

keywords when they are considered siblings. Siblings 

are detected when both terms are extracted from similar 

environments. The environment is identified to be the 

surrounding text of the term as prefix and postfix in the 

document. To accomplish the deliverable of this phase, 

a set of steps are conducted as follows: 

The terms in the AlfaTerms set are considered the 

seeds of this phase. Then, the prefixes and postfixes of 

all the members in the AlfaTerms set are extracted from 

the training documents’ set. So, at this stage, a 

developed environment set is built which includes all 

the prefixes and postfixes with their associated 

keyword. The next step is to build pairs of the 

environment set with respect to the associated keyword. 

Then, using these pairs in the documents’ training set, 

the terms that are embedded in each pair is extracted and 

considered a sibling to the associated keyword. Each 

extracted term is included in the primary_SibTerms set. 

The extracted terms are then weighted by a weighting 

measure with including the number of extraction for this 

term with respect to the associated keyword. This step 

is critical as this is the step that determine whether the 

sibling will be considered one of the keywords. A 

sibling is considered one of the keywords when the 

calculation of the following formula is above the 

threshold. Finally, the final set, namely Final_Features 

set of the features are the union set of both SibTerms 

and AlfaTerms. After detecting the set of features, a 

comparison between the classification algorithms 

evaluation results with the AlfaTerms features set that 

are extracted by TF/IDF and the Final_Features set that 

are extracted by both TF/IDF and the semantic relations. 

3.3. Classification Phase Setup 

There are different classification algorithms that 

positively contributed in text classification. The main 

deliverable of these algorithms is the labeling of the 

documents with the main representative class. In this 

experiment, nine classical classifiers contributed for the 

three experiments (word count, TF/IDF, and STF/IDF). 

These classifiers are LR, NB, DT, SVM, RF, KNN, 

Nearest Centroid Classifier (NCC), Voting Classifier 

(VC), and NN. Figure 2 illustrates the main steps for the 

classification phase setup. 

 

Figure 2. Main steps for the classification phase setup. 

The selected classifiers are prepared with the 

parameters setup. STF/IDF method is used to prepare 

the documents’ vectors. In addition to the nine classical 

classifiers, two of the deep learning classifiers 

contributed in this phase. They are Recurrent Neural 
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Networks (RNN) and Long Short-Term Memory 

(LSTM). Each of these algorithms includes three layers, 

input layer, hidden layer, and output layer. The input 

layer contributes to exploring the semantic relationship 

between the terms. The input layer converts the input 

sparse matrix of words to a vector space representation. 

This is considered a vital step for raising the algorithm 

performance due to the less training time consumption 

and the computational complexity reduction. It is worth 

mentioning that the text processing tasks are applied 

including tokenization and stemming. The output layer 

contributed to both experiments, single and multi-

labeling. Different designs for deep neural networks 

[40] are proposed. In this research Bidirectional 

Recurrent Neural Networks (BiRNN) to contribute to 

the experiment targeting the confirmation of the 

proposed STF/IDF applicability and high performance. 

4. Experimental Study 

The experiment includes twelve classifiers. Three main 

experiments are conducted. The first includes applying 

the classifiers with no contribution of any of the FS 

techniques. The second experiment includes applying 

TF/IDF as a FS method before classification. Finally, 

the third experiment includes applying the proposed 

STF/IDF method before classification. Moreover, the 

experiment followed the three-fold approach. In each 

fold, the training phase is conducted over 70% of the 

data while the testing phase is conducted over 30%. 

Accordingly, a total of one hundred and eighty sub-

experiments are conducted. The dataset is retrieved 

from Kaggle [23]. It included forty five thousand of the 

news documents divided into seven categories. The 

main target of applying the classification algorithms is 

to determine the performance level of these classifiers 

with the three different situations and confirms that the 

proposed adaptation method provides higher 

performance results. The evaluation of the classification 

is performed through calculating the accuracy results. 

The score is determined by the percentage of the number 

of the classified news in their correct class with the total 

number of the news dataset members. 

Primary experiment has been conducted to confirm 

neglecting the step of normalizing the terms. This task 

has been discussed in many research that considered text 

processing especially those that are conducted on 

Arabic datasets. The task of normalization is usually 

conducted to minimize the features size, however, it has 

been proven in many research that this task leads to a 

loss in some of the features that could be considered as 

key attributes. For example, before normalization, the 

word “ فأر” and “فار” are considered two different terms. 

However, after normalization when replacing the Alef 

letter “ا  will be normalized to become one ”أ، 

representation, then the two words will become the 

same which means a loss of the other term in the 

context. Therefore, this research follows the approach 

of maintaining the key attributes and not conducting the 

normalization task. 

In the training phase, the number of extracted 

features varied according to the followed approach, the 

total average extracted features for each of the three 

approaches to all categories (word count, TF/IDF, and 

STF/IDF) are approximately 2500, 1998, and 1575 

features respectively. 

4.1. Applying Classification Algorithms by the 

Proposed STF/IDF Features Selection 

Method 

The next step is applying the classical classifiers, the 

accuracy has been calculated (see Figure 3). 

 

Figure 3. Accuracy of the classical classification algorithms. 

The results demonstrates that the highest average 

accuracy of the classification task is for the proposed 

method with minimum of 91.6 %. Moreover, the best 

classifier accuracy lies also in the proposed method 

experiments by SVM algorithm with 97.9 %. The worst 

result was for the NCC with the word count method by 

86.9%. Moreover, the accuracy of the other classifiers 

using the proposed method ranges from 96% and 97% 

while the range of the other methods was from 86.9% 

and 96.2%.  

4.2. Comparing the three Feature Extraction 

Methods by Applying SVM Classification 

Algorithm 

Figure 4 demonstrates the average accuracy results of 

SVM with respect to the applied FS method. The 

accuracy is calculated by the percentage of the correctly 

classified news to the original classification. 

 

Figure 4. Accuracy of the SVM algorithm. 

4.3. Extending Evaluation for the Classification 

Algorithms by the Proposed STF/IDF 

Features Selection Method 

Moving forward to other performance measures 

including F-score, AUC, precision, and recall. Table 2 
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illustrates the results for all classifiers with respect to the 

applied method. These results are the average of the 

three folds that are conducted for each classifier. 

Table 2. Results for the contributing classifiers. 

Classifier Accuracy F1-score Precision Recall AUC 

LR 97.3 97.4 97.4 97.4 97.9 

NB 96.1 96.5 96.4 96.7 97.9 

DT 91.6 91.4 91.5 91.4 95.4 

SVM 97.9 97.8 97.9 97.8 98.5 

RF 94.1 94.9 94.9 94.9 97.8 

KNN 95.4 95.4 95.4 95.5 97.8 

NCC 91.6 92.2 92.0 92.5 92.5 

VC 95.6 95.3 95.3 95.3 97.2 

NN 97.1 97.3 97.3 97.3 97.6 

Table 3. Confusion matrices for highest SVM algorithm. 

 Tech Sports Religion Politics Medical Finance Culture 

Tech 6120 10 105 16 0 209 40 

Sports 32 6380 36 12 0 40 0 

Religion 120 23 6257 21 0 67 12 

Politics 29 9 5 6405 7 42 3 

Medical 7 5 22 0 6450 14 2 

Finance 164 64 65 42 37 6075 53 

Culture 28 9 10 4 6 53 6390 

For more details in the experiment, Table 3 illustrates 

the confusion matrix for the best classical classifiers 

namely SVM. Figure 5 presents an example of one of 

the News documents that belongs to the Sports class and 

has been correctly classified to its category by SVM. 

Figure 6 presents the distribution of the extracted 

features by the proposed method. A following phase is 

applied with the deep learning models RNN and LSTM 

and the results are illustrated in Table 4 including SVM 

and while Figure 7 confirms that the highest 

performance belongs to LSTM algorithm. 

 

Figure 5. An example of sports document (correctly classified by 

SVM). 

 

Figure 6. Count of the labels extracted by STF/IDF. 

Table 4. Results for the RNN and LSTM Classifiers. 

Classifier Accuracy F1-score Precision Recall AUC 

SVM 97.9 97.8 97.9 97.8 98.5 

RNN 98.1 98.0 98.2 97.9 98.9 

LSTM 99.5 98.9 98.9 99.1 99.0 

 

Figure 7. Accuracy of the deep learning classification algorithms. 

5. Conclusions 

The research focused on processing text documents 

which could be considered the most rich data source. 

This source includes data such as books, lecture notes, 

social networks data, emails, surveys’ comments, and 

many other sources. The immense need for processing 

these sources targeting for vital information has lead the 

researchers to closely focus on the challenges of the 

NLP techniques and text mining methods. In this 

research, a proposed feature extraction method is 

proposed as an adaptation to one of the most common 

methods namely TF/IDF. The current research proposed 

an adaptation for TF/IDF to consider the semantic 

relationships between terms. The research proved the 

argument that considering the semantic relationships 

enhances the extraction accuracy from text. The 

research proposed the concept of the siblings’ 

relationship as siblings normally live in the same 

environment, and hence, the sibling keywords of the 

main seeds are extracted from text in case they are 

surrounded by the same environment. Moreover, the 

Arabic text which was the focus of the current research 

is known to be a sophisticated language with a high level 

of ambiguity which raises the complexity processing. 

The proposed model succeeded in extracting the 

features following the hierarchy extraction of the 

siblings from Arabic text with minimum need to the 

required pre-resources which is also one of the main 

contribution of the research. The proposed model 

proved its advancement and raised the extraction 

accuracy. Moreover, a set of classification algorithms 

have been applied and evaluated. The algorithms 

belonged to the traditional set of classification 

algorithms in addition to two deep learning algorithms. 

The classification results have been evaluated and 

compared which highlighted the advancement of the 

RNN techniques over other algorithms. The highest 

classification accuracy reached 98.9%. The future 

research could follow the current research for more 

enhancements to the extraction methods. Embedding 

sampling techniques could save the effort of for the 

compulsory need to a balanced dataset. Working with 
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multi-labeling for the features is also one of the future 

research points 
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