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Abstract: The advancement in treating medical data grows significantly daily. An accurate data classification model can help 

determine patient disease and diagnose disease severity in the medical domain, thus easing doctors' treatment burdens. 

Nonetheless, medical data analysis presents challenges due to uncertainty, the correlations between various measurements, and 

the high dimensionality of the data. These challenges burden statistical classification models. Machine Learning (ML) and data 

mining approaches have proven effective in recent years in gaining a deeper understanding of the importance of these aspects. 

This research adopts a well-known supervised learning classification model named a Decision Tree (DT). DT is a typical tree 

structure consisting of a central node, connected branches, and internal and terminal nodes. In each node, we have a decision 

to be made, such as in a rule-based system. This type of model helps researchers and physicians better diagnose a disease. To 

reduce the complexity of the proposed DT, we explored using the Feature Selection (FS) method to design a simpler diagnosis 

model with fewer factors. This concept will help reduce the data collection stage. A comparative analysis has been conducted 

between the developed DT and other various ML models, such as Logistic Regression (LR), Support Vector Machine (SVM), and 

Gaussian Naive Bayes (GNB), to demonstrate the effectiveness of the developed model. The results of the DT model establish a 

notable accuracy of 93.78% and an ROC value of 0.94, which beats other compared algorithms. The developed DT model 

provided promising results and can help diagnose heart disease. 
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1. Introduction 

One of the prominent contributors to morbidity and 

mortality on a worldwide basis is heart disease [25]. 

Heart disease involves various illnesses, such as 

coronary artery disease, stroke, and heart failure. 

Cardiovascular disease is a common term for identifying 

heart and other related heart and blood vessel disorders 

like peripheral arterial disease [25, 27, 28]. The 

European Public Health Alliance claimed in 2010 that 

circulatory diseases, such as heart attacks and strokes, 

account for 41% of all deaths. According to the 

Economic and Social Commission for Asia and the 

Pacific, diseases such as heart disease, cancer, diabetes, 

and lung diseases are the primary causes of death in one-

fifth of Asian nations. Likewise, it was stated by the 

Australian Bureau of Statistics that heart diseases 

account for around 33.7% of the deaths in the country. 

In the USA, approximately 650,000 deaths occur 

annually due to heart diseases. Predicting the risk of 

heart disease is crucial for early diagnosis and timely 

intervention to reduce the associated health risks. Heart 

disease has become the number one killer for over a 

century, according to the 2024 Heart Disease and Stroke 

Statistics: A Report of U.S. and global data from the 

American Heart Association. The report also stated that 

the number of people dying from a heart attack in the  

 
United States each year has dropped from 1 in 2 in the 

1950s to grow recently to 1 in 8.5. 

The World Health Organization (WHO) forecasts 

indicate that Non-Communicable Diseases (NCDs) are 

responsible for approximately 70% of the world’s annual 

deaths, equivalent to roughly 40 million individuals, and 

this proportion is anticipated to rise by an additional 10% 

by the year 2030 [27]. Cardiovascular disease is 

relatively expensive to diagnose and treat, making it 

often unaffordable for the whole community. Data 

mining methods facilitate early-stage risk assessment for 

heart disease, potentially reducing diagnosis and 

treatment costs [43]. 

Medical data mining for the diagnosis and treatment 

of heart disease is an emerging field that has sparked the 

interest of many researchers as Cios [12], Prather et al. 

[32], Purushottam et al. [34], and Yang et al. [50]. 

Extracting valuable insights from medical data poses a 

significant challenge for professionals. Employing 

machine learning techniques to condense prior studies on 

heart disease prediction, exploring a fusion of these 

methods to unveil the most appropriate and efficient 

approach was presented in [16]. Machine Learning (ML) 

methods are modern and promising technologies that 

employ advanced statistical techniques to uncover 

relationships and analyze information from large data 

sets. ML algorithms have arisen as robust methods, 
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mainly in the healthcare sector, playing an essential role 

in predicting and assessing the risks associated with 

heart diseases [22, 37]. Figure 1 shows some statistics 

about the causes of death in the USA in 2016 [3]. 

Coronary heart disease represents 43% of the cause of 

death [28]. 

 

Figure 1. Source: american heart association: statistics on coronary 

heart disease in the USA [3]. 

ML is utilized to develop predictive models to 

diagnose heart disease by examining various patient-

related features, such as medical history, lifestyle, and 

clinical measurements [5]. ML models are efficient for 

physicians in multiple domains, allowing them to make 

well-versed decisions and recommend appropriate 

treatments [27, 32]. Different models, such as Decision 

Tree classifier (DT), Random Forest (RF), XGBoost 

(XGB), Naive Bayes (NB) [23], and Multi-Layer 

Perceptron (MLP), were used to create a diagnosis model 

for predicting heart disease. ML is treasured for its 

transparency, providing insight into decision-making. 

However, care must be taken to prevent overfitting, and 

techniques like pruning can be applied to optimize the 

tree’s structure. 

1.1. Goals and Outlines 

The research aims to improve heart disease detection 

accuracy by implementing ML methodologies. We 

propose an approach that leverages DTs for 

classification alongside a Feature Selection (FS) method. 

This work contributes by developing and evaluating a 

framework that uses DTs to identify the most relevant 

factors from patient data for accurate heart disease 

prediction. Consequently, this research aims to build a 

decision-tree model for detecting and diagnosing heart 

disease using a Public Health dataset obtained from [17]. 

The proposed approach involves some phases, including 

data scaling and FS. Furthermore, the developed 

Decision Tree (DT) model can be improved by 

restricting its depth for better performance. While 

various ML models exist for classification tasks, DTs are 

selected for their interpretability, capacity to handle 

categorical and numerical data, and efficiency in 

training. Additionally, DT is appropriate for real-world 

implementations in healthcare environments as it 

provides transparency, requires minimal computational 

power, and can handle categorical and numerical data. 

The decision rules extracted in the study offer an 

efficient model for clinical applications, excluding the 

need for further physician diagnosis. The proposed DT 

model can likewise serve healthcare professionals and 

patients, specifically with cost and time constraints in 

diagnosing heart disease. 

This paper is organized as follows: An overview of 

the various studies conducted and exploring various ML 

models for heart disease prediction is presented in 

ssection 2. The core notion of designing and training a 

DT, accompanied by illustrative examples, is presented 

in section 3. The learning process for constructing a DT, 

employing two frequently used methods Gini and 

Entropy is also given in section 4. Section 5 offers an 

insight into the proposed classification method. The 

analysis of the results of the compared algorithms is 

discussed in section 6. Finally, section 7 encapsulates the 

essential findings and potential avenues for future 

research, providing a concluding perspective on the 

paper. 

2. Related Work 

Heart disease diagnosis has been a prominent area of 

research in ML, with various techniques demonstrating 

promising results. This section explores relevant studies 

that utilize DTs and FS methods for heart disease 

prediction. Several studies have successfully employed 

DTs for heart disease classification. In addition, Sharma 

and Kumar [41] examined different algorithms used in 

DT analysis in various domains. DTs have proven 

successful in diagnosing medical data. Bond and Sheta 

[7], utilized several datasets, including Pima Indians 

Diabetes, Heart Failure Clinical Records, and the Breast 

Cancer Coimbra datasets for the diagnosis using DT, 

Support Vector Machines (SVMs), and Artificial Neural 

Networks (ANN). Shouman et al. [44] investigate 

different DT algorithms, highlighting the potential of 

DTs for interpretable and accurate diagnosis. Krishnan 

and Geetha [21] utilized DT and NB algorithms to 

achieve better accuracy in a heart disease diagnosis. At 

the same time, Nichenametla et al. [29] have proven that 

DT has achieved promising results when compared with 

NB.  

The heart disease dataset published at the UCI 

Machine Learning Repository was used to build a DT 

classifier [48]. In [1] a DT classifier with 5-fold cross-

validation was explored. The findings implied that the 

DT classifier accomplished an accuracy rate of 81% in 

correctly identifying patients with heart disease and 82% 

in correctly identifying those without heart disease. 

These accuracy rates outperformed other ML algorithms 

utilized in prior studies. Tu et al. [47] used the bagging 

algorithm provided by the Weka software and explored 

its performance with the J4.8 DT for diagnosing heart 

disease. The developed results showed that the bagging 

algorithm accomplished an accuracy rate of 81.41%, 
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beating the DT, which achieved an accuracy rate of 

78.91%. 

Other classifications, such as SVMs, offer an 

alternative approach for heart disease diagnosis; 

however, Vijaya Saraswathi et al. [49] demonstrating 

their competitive results and proving the DT has 

achieved high accuracy. The paper [20] assesses many 

classifiers by employing data-mining techniques from 

Orange and Weka to make predictions about heart 

disease. The dataset consists of 297 records and 13 

features. A hybridization technique has been proposed in 

Maji and Arora [24] to improve heart disease prediction 

performance. This technique combines DT and artificial 

neural network classifiers using Weka. 

However, FS plays a crucial role in optimizing 

performance. Research by Dissanayake and Johar [13] 

highlights the benefits of selecting the most relevant 

features for DT models, leading to improved prediction 

accuracy. Techniques like information gain can be 

employed to identify these key features. Spencer et al. 

[45] empirically evaluate the effectiveness of various 

ML models by employing several feature-selection 

approaches to identify significant features that 

significantly affect heart disease prediction. 

Table 1 presents a concise overview of prior research 

in this domain, including several studies utilizing various 

ML techniques for predicting heart disease. Most 

previous research has successfully predicted the 

occurrence of heart disease using multiple ML 

techniques. 

Table 1. Summary of prior research in heart disease prediction. 

Ref. Year Objectives Techniques 

[6] 2023 
The study aims to develop a ML model for early heart disease prediction 

using various FS techniques. 

Six various ML techniques, including LR, SVM, K-nearest neighbor, and DT, 

along with three FS techniques. 

[42] 2023 
This study utilizes various ML to predict heart disease by considering 

different features.  
The three ML techniques utilized were DT, K-nearest neighbor, and NB. 

[15] 2023 
This study presents an adaptive version of the Hoeffding tree for early 

heart disease prediction. 

Adaptive Hoeffding Tree (AHT) algorithm is utilized compared to standard 

ML techniques. 

[8] 2022 
This study introduces several machine learning methods for predicting 

heart diseases, utilizing patient data on essential health variables. 
Four classifiers are utilized: MLP, SVM, RF, and NB. 

[4] 2022 The study aims to identify risk factors for heart disease.  Several ML methods were used, including DT, SVM, LR, and NB. 

[38] 2021 
The study provides a hybrid system that assists doctors in the early stage of 

heart disease detection.  

Various ML techniques, such as SVM, NB, and LR 

[19] 2021 The goal is to develop a hybrid model for early detection of heart disease.  Three ML algorithms are used: RF, DT, and hybrid model. 

[2] 2021 
This study aims to determine the ML-based classification algorithms that 

provide the highest accuracy in diagnosing heart diseases.  
Several supervised ML techniques, such as KNN, DT, and RF, were applied. 

[40] 2020 This study aims to predict the patient’s risk of acquiring heart disease  Four ML techniques are applied (NB, K-nearest neighbor, DT, and RF) 

[39] 2019 
The objective is to create a medical decision-support system that utilizes 

ML models to improve heart disease diagnosis accuracy.  
NB classifier model 

 

However, various improvements in classification 

techniques are still being made to increase prediction 

accuracy, particularly in the context of the DT model, 

which enables the extraction of decision rules that 

healthcare professionals can easily use. 

3. Decision Tree-Basic Concept 

One popular machine-learning approach for regression 

and classification tasks is the DT. It recursively splits the 

dataset into subsets based on each step’s most significant 

attribute (i.e., feature). 

 

Figure 2. A simple explanation tree. 

The objective is to construct a hierarchical 

arrangement in which every inner node signifies a choice 

or examination of a specific feature, and every terminal 

node signifies a predicted result or classification label. In 

Figure 2, we show the simple architecture of a DT and 

each node’s definition. 

The root serves as the initial point of consideration for 

the entire dataset, intermediate nodes represent decisions 

or conditions based on features, and leaf nodes represent 

the final predictions or outcomes of the DT. The DT’s 

structure is built by recursively splitting the data into 

intermediate nodes until it reaches leaf nodes, where 

predictions are made. In the subsequent stages, we 

delineate constructing the DT. 

1) Root node selection: the algorithm starts by selecting 

the feature that, when used to split the data, results in 

the best separation of classes or the highest reduction 

in impurity. Impurity measures disorder or 

uncertainty in the dataset. 

2) Splitting data: the dataset is partitioned into subsets 

according to the values of the chosen feature. Each 

tree branch represents a specific value or range of 

values for the selected feature. 

3) Recursive process: selecting the best feature and 

splitting the data is repeated recursively for each 

subset (child node). The algorithm continues to split 

the data until it satisfies one of the termination 

criteria: Reaching a specified maximum depth, 

attaining a minimum number of samples in a leaf 

node, or no longer improving the impurity measure. 
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4) Leaf node assignment: once a stopping condition is 

met, the algorithm assigns each leaf node a class label 

or a regression value. In classification tasks, the leaf 

node is assigned the most common class to determine 

its predicted class. In regression tasks, the predicted 

value for a leaf node is determined by assigning either 

the mean or median of the target values. 

5) Prediction: the algorithm follows the path from the 

root node down to a leaf node by applying the same 

feature tests used during training to predict a new, 

unseen data point. The prediction at the leaf node is 

then assigned to the data point. 

6) Handling missing data: DTs can handle missing data 

by assigning data points with missing values to the 

most common class or value at each split. 

7) Model evaluation: whether the task at hand is 

regression or classification, measures like recall, 

accuracy, precision, F1-score, or mean squared error 

are often used to evaluate the model’s performance.  

DTs have fundamental benefits, such as interpretability, 

simplicity of visualization, and capacity to capture 

nonlinear relationships in the data [11, 31]. However, 

they can be prone to overfitting, in which the tree grows 

too intricately and adjusts to the noise in the training 

data. Methods such as pruning and establishing the 

maximum tree depth can help alleviate this issue. 

4. Learning in Decision Trees 

Within the framework of DTs, impurity serves as a 

metric for evaluating the degree of disorder or 

uncertainty inherent in a dataset or its constituent 

subsets. It aids in assessing how effectively a particular 

feature can partition the data into more consistent 

groups. The selection of an impurity measure depends on 

whether the task involves classification or regression. 

 In classification tasks, impurity measures, such as the 

Gini index or entropy, quantify the degree of mixing 

of different class labels within a set of data points. The 

goal is to select features that minimize impurity, 

leading to well-defined and distinct groups. 

 For regression tasks, impurity measures like variance 

assess the spread or dispersion of the target variable 

values within subsets. The objective is to identify 

features that result in subsets with reduced variance, 

contributing to more accurate and cohesive 

predictions. 

4.1. Gini Impurity 

Gini impurity [9] is a way to determine how likely it is 

to label an item from the dataset incorrectly based on 

how the classes are spread out in that subset. While 

constructing a DT, the algorithm assesses each potential 

feature’s capacity to reduce impurity at each node and 

chooses the feature that maximizes impurity reduction as 

the splitting criterion. This recursive process continues 

to build the tree. It is calculated as follows for a node 

with multiple classes: 

𝐺𝑖𝑛𝑖(𝑝)  =  1 − ∑ 𝑝𝑖
2

𝑐

𝑖=1

 

Where the probability of a class i being present in the 

node is pi and 𝑐 is the number of classes. 

Gini impurity ranges from 0 (perfectly pure, all 

samples belong to the same class) to 0.5 (maximum 

impurity, samples are evenly distributed across classes). 

4.3. Entropy 

Entropy [36] measures the disorder or randomness in a 

data set. It is calculated as follows: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑝) =  − ∑ 𝑝𝑖 log2 𝑝𝑖

𝑐

𝑖=1

 

The terms are the same as those for Gini impurity. 

Entropy ranges from 0 (perfectly pure) to 1 (maximum 

impurity). 

5. Classification Process 

Using a DT for classification is a standard and easy-to-

understand ML method. It works like a tree, where each 

level represents a different characteristic, and the 

branches show various possibilities for that 

characteristic. The idea is to group data into specific 

categories or groups by making decisions at each tree 

level. It starts at the top and goes down through the tree 

until it reaches a final category at the bottom. Figure 3 

shows a diagram that helps explain how this 

classification process works, especially when diagnosing 

heart disease. 

 

Figure 3. Proposed classification process. 

(2) 

(1) 
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5.1. Data Set Description 

The dataset combines data from multiple sources, 

including hospitals in Cleveland, Hungary, Switzerland, 

and Long Beach, VA [18]. This dataset boasts 76 distinct 

attributes encompassing various aspects of a patient’s 

health, which can be broadly categorized into three 

groups [14]: 

 Demographic features: these include age, gender, and 

height, which provide a foundational understanding 

of the patient.  

 Physiological features: these could encompass blood 

pressure (systolic and diastolic), cholesterol, and 

blood sugar levels, which represent the patient’s 

cardiovascular health.  

 Lifestyle features, including smoking habits, alcohol 

consumption, and physical activity level, which 

reveal potential risk factors associated with lifestyle 

choices. 

 One of these attributes is the target variable, which 

typically indicates the presence or absence of heart 

disease (often coded as 0 or 1). Notably, all published 

experiments predominantly utilize a subset of 14 

attributes listed in Table 2 that provide a more 

comprehensive depiction of the data. The heart 

disease dataset comprises 526 patients diagnosed with 

heart disease (51.32%) and 499 patients without 

(48.68%), as shown in Figure 4. 

Table 2. Feature description. 

Id 
Features 

Name  Types  Description  Values Range 

id1 Age Numeric Age in years from 28 to 77; Mean: 51.9 

id2 Sex Nominal Gender 
1 for male; 0 for female 

(206:1; 97:0) 

id3 Cp Nominal Chest pain type 

1 for typical (23) 

2 for atypical (50)  

3 for nonanginal (86)  
4 for asymptomatic (144) 

id4 Trestbps Numeric 
Resting blood 

pressure (mmHg) 
from 94 to 200; Mean: 131.6 

id5 Chol Numeric 
Serum cholesterol 

(mg/dl) 
from 126 to 564; Mean: 

246.6 

id6 Fbs Nominal Fasting blood sugar  
>120 mg/dl (1 for true; 0 for 

false), (45:1; 258:0) 

id7 Restecg Nominal 
Resting 

electrocardiographic 

results 

0 for normal (151)  

1 for STTWaveAbnormality 

(4)  
2 for showingProbable (148) 

id8 Thalach Numeric 
Maximum heart rate 

achieved 
from 71 to 202; Mean: 149.6 

id9 Exang Nominal 
Exercise-induced 

angina 
(1 for yes; 0 for no) (99:1 

204:0) 

id10 Oldpeak Numeric 
ST depression 

induced by exercise 
from 0 to 6.2; Mean: 1.03 

id11 Slope Nominal 
Slope of peak 

exercise ST segment 

1 for upsloping (142) 

2 for flat (140) 

3 for downsloping (21) 

id12 Ca Nominal 
Number of major 

vessels 
0-3 (24:3; 38:2; 65:1; 176:0) 

id13 Thal Nominal Heart status 
3 for Normal (168)  

6 for Fixed defect (18) 

7 for Reversible defect (117) 

id14 Target Nominal Output class 
(1 for presence; 0 for 

absence) (139:1; 164:0) 

 
Figure 4. Classes (1: Disease and 0: No disease). 

The Heart Disease Dataset is a valuable baseline for 

ML techniques in heart disease prediction. While its size 

of around 1025 instances offers a starting point, its true 

strength lies in its diverse composition. Therefore, the 

Heart Disease Dataset remains a crucial resource for 

researchers, paving the way for advancements in heart 

disease prediction through ML. 

5.2. Data Scaling 

Data scaling is a critical preparatory step in tackling 

classification problems, imparting improvements in 

prediction accuracy and model stability. In 

classification, the objective is to predict categorical 

labels based on input features. These features frequently 

display varying scales or units, impeding the efficient 

learning of the model. Our study utilized the 

“StandardScaler” utility from the scikit-learn library [30] 

to execute data standardization. This class operates by 

adjusting the input data to have a mean of 0 and a 

standard deviation 1. This normalization is 

accomplished by subtracting the feature mean from each 

data point and dividing the result by the feature’s 

standard deviation. Mathematically, this traditional 

scaling process can be stated using Equation (3).  

𝑥𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑥 − �̅�

𝜎
 

Here, x represents the initial feature value, �̅� denotes the 

mean of the feature values, 𝜎 signifies the standard 

deviation of the feature values, and xscaled corresponds to 

the scaled feature value achieved through the standard 

scaling process.  

5.3. Feature Selection 

Using dimensionality reduction, FS removes irrelevant 

characteristics that do not affect classifier performance 

from an extensive data collection [26, 35, 46]. Many FS 

methods have been successfully used to help in reducing 

the problem of dimensionality. FS aims to improve the 

effectiveness of data mining and analysis by identifying 

(3) 

 



432                                                                The International Arab Journal of Information Technology, Vol. 21, No. 3, May 2024 

relevant features while eliminating unrepresentative 

ones. Researchers have investigated several methods for 

selecting features and classifiers by utilizing a range of 

heart disease datasets available in the UCI Machine 

Learning Repository [48].  

Dealing with diverse and diverse data becomes 

extremely important when using computer-based 

methods to diagnose various diseases. Model overfitting 

and increased training time are potential outcomes of 

high-dimensional data. Existing FS algorithms vary in 

criteria, and combining filter, wrapper, and embedded 

techniques has been underexplored [10, 33]. 

5.4. SelectKBest Feature Selection 

SelectKBest is a FS technique commonly used in ML to 

choose the top K most informative features from a 

dataset [30]. It operates based on statistical tests 

designed explicitly for classification or regression tasks. 

The mathematics behind SelectKBest primarily involves 

statistical tests to evaluate the relevance of each feature 

concerning the target variable.  

The most common statistical test used for 

classification tasks is the F-test, while for regression 

tasks, it’s typically the ANOVA F-value. Here’s a brief 

overview of how SelectKBest works mathematically: 

1) Compute scores: for each feature in the dataset, 

SelectKBest computes a statistical score that 

quantifies the relationship between that feature and 

the target variable. It often uses the F-statistic for 

classification tasks, which measures the difference in 

means between classes relative to the variance within 

each class. Regression tasks use a similar ANOVA F-

value. The formula for the F-statistic used in the F-

test for classification tasks is as follows:  

 𝐹 =  
𝐵𝑒𝑡𝑤𝑒𝑒𝑛 − 𝑐𝑙𝑎𝑠𝑠 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒

𝑊𝑖𝑡ℎ𝑖𝑛 − 𝑐𝑙𝑎𝑠𝑠 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒
 

Where: 

 “Between-class variance” measures the variance 

between different classes (groups) in the target 

variable. 

 “Within-class variance” measures the variance 

within each class. 

The F-statistic quantifies how different the means of 

various classes are compared to the variation within each 

class. Features that contribute significantly to class 

separability will have higher F-values. 

2) Rank features: after calculating the scores for each 

feature, SelectKBest ranks the features based on these 

scores in descending order. Features with higher 

scores are considered more informative or relevant to 

the target variable. 

3) Select top-k features: the final step is to select the top 

K features with the highest scores. SelectKBest 

considers these features the most relevant to the ML 

task. You specify the value of K when using 

SelectKBest.  

 

Figure 5. Feature importance. 

Figure 5 shows the importance of each feature based 

on the score function. The ‘oldpeak’ feature has the 

highest importance value of 208.0028 in the data set. 

This implies that the ST Depression Induced by Exercise 

will likely significantly impact the decision model. 

Conversely, the feature of resting ‘fbs’ is the least 

significant among the features employed in the dataset, 

indicating that it is likely to have a reduced impact on the 

model. 

According to our study, the best-selected features are 

‘Chest Pain Type (cp)’, ‘Maximum Heart Rate 

(thalach)’, ‘Exercise-Induced Angina (exang)’, ‘ST 

Depression Induced by Exercise (oldpeak)’, and 

‘Number of Major Vessels Colored by Fluoroscopy 

(ca)’. In Figure 6, we show the correlation between the 

target class and the best-selected features in our case. 

 

Figure 6. Correlation matrix for the selected features. 

(4) 
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The proposed approach requires using FS to enhance 

the accuracy and efficiency of the DT model. We 

incorporate a FS method that identifies the most relevant 

patient characteristics for heart disease prediction. With 

more details, by focusing on the most informative 

features, the model can learn more effectively, achieve 

higher diagnostic accuracy, and reduce the DT’s 

complexity, leading to a faster training process. 

5.5. Train/Test 

The Heart Disease dataset adopted in this study is known 

as a benchmark in ML for tasks associated with 

predicting heart disease [48]. It is a group of medical data 

for diagnosing individuals’ heart disease. This work 

employed an 80/20 train-test split on the Heart Disease 

dataset to assess the proposed model’s generalizability. 

The model was trained on 80% of the data (i.e., 820 

instances) and evaluated on the remaining 20% (i.e., 205 

instances). This split aimed to balance the need for 

sufficient training data with ensuring an unbiased 

evaluation set. 

5.6. DT Model 

In this study, the heart disease diagnosis model was 

developed using a pre-labeled dataset. The process had 

three main steps: collecting data, pre-processing it, and 

training the model. The “sklearn” library and the Python 

programming language were utilized for this comparison 

study. The analytical model was constructed within the 

Google Colab environment, which offers advantages for 

dataset exploration and facilitates the effective 

identification of patterns. 

Figure 7 shows a sample model of the DT developed 

with a depth of 3 levels. The optimal tree and the 

calculated results were obtained with a DT with a depth 

of 7. 

 

Figure 7. The DT model with depth 3. 

5.7. Model Evaluation 

Checking the performance of a classifier is an essential 

step in evaluating the effectiveness of a machine-

learning model. The developed classification model 

exhibits strong performance on both the training and 

testing data sets based on the values of the following 

parameters:  

1) True Positive (TP): the predicted and actual values 

are positive. 

2) True Negative (TN): the predicted and actual values 

are both negative. 

3) False Positive (FP): as opposed to the positive 

predicted value, the actual value is negative. 

4) False Negative (FN): as opposed to the negative 

prediction, the actual value is positive. 

Several metrics may be calculated using the following 

formulas to assess the DT classification model’s 

performance:  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 
 

Table 3. Confusion matrix of heart disease prediction. 

Actual/Predicted Heart disease Normal 
Heart disease TP: The number of patients 

diagnosed with heart disease 
and are accurately predicted 

to have heart disease. 

FN: The number of 

patients diagnosed as 
normal but with heart 

disease. 

Normal FP: The number of patients 
diagnosed with heart disease 

but normal in reality.  

TN: The number of 
patients who are 

currently normal and 

predicted to be normal. 

A confusion matrix, a common method for evaluating 

classification models, is shown in Table 3. The accuracy 

measure reflects the percentage of correct predictions 

made by the model. However, precision is a reliable 

assessment measure, especially when the proposed 

classification model has to evaluate its performance by 

comparing predicted and actual results. It computes the 

proportion of predicted outcomes that are indeed 

positive. Consequently, it depends on the values of TP 

and FPs. Recall is a valuable assessment statistic that 

helps identify the number of positives that can be 

accurately predicted. It measures the proportion of 

positives that are correctly classified. Recall is quantified 

by calculating the TP and FN values. The F1 score 

ensures a harmonious equilibrium between the accuracy 

and recall of a classifier. 

(5) 

(6) 

(7) 

(8) 
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6. Analysis of the Results 

To demonstrate the DT classifier’s effectiveness, a 

comparative analysis was conducted using various well-

known ML techniques, such as Logistic Regression 

(LR), SVM, and Gaussian Naive Bayes (GNB).  

Table 4 compares evaluation metrics across training 

and testing sets of various ML models. The DT model 

achieved the highest training accuracy (0.938) and F1-

score (0.942) on the training data, indicating strong 

learning capabilities. It also achieved the highest training 

recall (0.986), suggesting it captured most actual heart 

disease cases during training. On the testing data, 

although there is a decrease in these metrics, the model 

still demonstrates strong performance with 89.32% 

(recall). 

Table 4. Train/Test results of comparative ML models. 

ML Model Train Test 

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score 

LR 0.837805 0.820796 0.877069 0.848 0.785366 0.739837 0.883495 0.80531 

SVM 0.87561 0.855876 0.91253 0.883295 0.8 0.762712 0.873786 0.81448 

GNB 0.807317 0.807425 0.822695 0.814988 0.75122 0.720339 0.825243 0.769231 

DT 0.937805 0.902597 0.985816 0.942373 0.795122 0.747967 0.893204 0.814159 

 

Although the SVM has achieved the highest testing 

accuracy (0.80) and F1-score (0.81448) among the 

models, the DT performs well in testing with a minimal 

difference in testing accuracy and F1-score 

approximately less than 1%.  

LR shows decent training performance in accuracy 

(0.838) and F1-score (0.848) but is lower than SVM and 

DT. In testing performance, LR has also achieved lower 

results than both SVM and DT, suggesting limitations in 

generalizability.  

In contrast, GNB exhibits the lowest overall 

performance across training and testing data. Generally, 

the DT model generalizes reasonably to unseen data but 

may benefit from further optimization to enhance its 

performance in real-world applications.  

Furthermore, Figure 8 illustrates the confusion matrix 

obtained from training and testing the DT. 

 

Figure 8. The DT confusion matrix. 

In training, the model identified TP and TN cases 

well, correctly classifying 769 out of 820 instances. The 

model incorrectly predicted that 45 cases (or around 

5.5% of the total) are patients with heart disease, while 

in fact, none of those patients have the disease. Excessive 

FNs in medical tests pose significant risks since they fail 

to indicate the presence of heart disease in those who 

have the disease. The DT model has recognized 6 cases 

out of 820 FN (i.e., approximately 0.73%), indicating the 

model is doing well at identifying most of the actual 

heart disease cases in the data. It’s catching a good 

portion of the positive instances. 

In testing, the model correctly predicted 71 instances 

where the patient did not have heart disease, resulting in 

TNs. Conversely, the model correctly predicted the 

presence of the disease 92 times, indicating a TP. The 

model incorrectly predicted 11 times that the patient did 

not have heart disease, indicating a FN, while predicting 

31 instances of disease in the patient during the absence 

of the disease, indicating a FP. Overall, out of 205 

instances, 82 stated “No’ and 123 stated “Yes” to the 

prediction. 

Figures 9, 10, and 11 show the relative confusion 

matrices of the comparison algorithms LR, SVM, and 

GNB, respectively. 

 

Figure 9. The LR Confusion matrix. 

The LR model correctly classified 687 instances in 

training and 161 instances in testing. Although the model 

recognized 12 cases out of 205 FN (i.e., approximately 

5.85%) in testing data, it recognized a larger number of 

FNs in training (i.e., 52 out of 820). Consequently, 

substantial risk is involved since it does not detect heart 

disease in patients with it. 

According to Figure 10, the SVM model seems to be 

performing well. It correctly classified a significant 

number of cases equal to 386 as TP and 332 as TN in the 

training set. At the same time, 65 patients without heart 

disease were incorrectly classified as having it (i.e., 

inaccurate diagnosis of heart disease). In the case of the 

testing set, the model correctly classified 164 out of 205 

patients with positive and negative disease and 

misclassified 41 patients (i.e., approximately 20% of test 

cases). 
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Figure 10. The SVM confusion matrix. 

Based on the confusion matrix of the GNB classifier 

(as shown in Figure 11), it recognized that 75 patients 

with heart disease were misclassified as healthy in 

training and 18 in testing. Conversely, it counted 83 and 

33 healthy people being flagged for heart disease in 

training and testing data, respectively. 

 

Figure 11. The GNB confusion matrix. 

Additionally, Figure 12 visually evaluates the 

performance of the developed DT model using Receiver 

Operating Characteristic (ROC) curves against other 

comparative algorithms. One way to build it analytically 

is to plot the True Positive Rate (TPR) versus the False 

Positive Rate (FPR) at various threshold levels. The 

positioning of these curves relative to each other reflects 

the algorithms’ efficiency levels in making predictions. 

 

Figure 12. ROC curves of the comparative models. 

The ROC curve shows that the developed DT model 

outperforms other comparative models, with an ROC 

equal to 0.94. DT’s steeper initial rise suggests it can 

effectively differentiate between positive and negative 

classes at lower classification thresholds. This can be 

beneficial if you prioritize catching the most positive 

cases early, even if it leads to some FPs. 

7. Conclusions 

This study investigates the application of DTs as a 

supervised learning technique to diagnose heart disease. 

While DT achieved promising results, comparing it with 

other classifiers such as SVM, LR, and GNB is valuable. 

The developed diagnosis process involves data pre-

processing, FS, model development, and model 

evaluation. We have demonstrated that a DT model with 

a FS process can yield an accurate diagnosis. It was 

found that accurately selecting the most appropriate 

features can improve our ability to diagnose and 

understand heart diseases, reducing the risk and 

enhancing patient care. The DT model achieved a 

superior performance accuracy of 93.78% compared 

with other models. These results show the advantages of 

utilizing it for effective diagnosis of heart disease. We 

discovered trees with various depths to harvest the finest 

diagnosis results. 
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