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Abstract: The ultimate aim of customer satisfaction and the increasing number of unexpected risks in a changing Agile Software 

Development (ASD) environment, one of the most important rising demands is in the area of systematic but light-weight risk 

management tools and methodologies. Risk analysis is a significant phase in the process of risk assessment, which helps to 

evaluate the risks in order to mitigate them effectively within a limited duration. Recently, machine learning algorithms have 

become popular for solving problems in various domains, including software risk analysis and prioritization, due to their better 

performance and efficiency. With this aspect, an approach for predicting the level of software risks with the proposed risk dataset 

has been attempted in this study with the basic machine learning algorithms for risk classification purposes. The logistic 

regression, decision tree, Support Vector Machine (SVM), naïve bayes, and K-Nearest Neighbor (KNN) algorithms were 

implemented in the experimental analysis. The results reveal that the proposed dataset renders better outcomes with logistic 

regression (70% accuracy) and SVM (65% accuracy). Out of the five algorithms, the exclusion of the Agile Software Risk 

Identification (ASRI) framework attribute ‘Risk Nature’ from the overall proposed risk dataset has a more negative impact on 

the performance of the logistic regression, decision tree, and KNN models than the exclusion of the Goal-driven Software 

development Risk Management (GSRM) framework attribute ‘performance goal affected’. This indicates that the ‘Risk Nature’ 

attribute plays a significant role in analyzing the risks and predicting their level of importance. 
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1. Introduction 

The software industry has a keen interest in executing 

the agile methodology, which empowers the right 

guidance for a software project, thus leading to better 

team management and a perfectly prioritized list of 

changing requirements to be performed [26]. The agile 

methodology overcomes the traditional approach in 

several aspects, like low documentation, high 

adaptability, high user involvement, and low cost. 

However, it has to face unknown risks at certain times. 

This is due to the fact that certain risks are neglected 

since multiple phases of developing a project overlap, in 

contrast to the classical approach [1].  

Agile projects require a meticulous approach for 

characterizing, evaluating, and managing risks due to 

the fact that there are chances for risks with high 

negative effects to be ignored, thus leading to problems 

in decision-making. This drawback of agile leads to the 

conclusion that most of the failures faced by agile 

projects are because of ineffectiveness in assessing and 

managing risks, and hence it is important to develop 

structured risk models and techniques [2]. In general, 

agile environments do not offer a systematized 

procedure for managing risks. Instead, they make use of  

 
an empirical control process in order to observe the 

project without fail; however, it is insufficient for 

diminishing risks. A methodology that lessens the effort 

and maintains due respect to the agile manifesto 

principles will ensure an efficient risk management 

process in agile projects [9].  

Agile involves continuously assessing and 

addressing risks, engaging with stakeholders regularly, 

and using agile ceremonies like retrospectives to 

identify and mitigate issues before they escalate. 

Improve the integration of security operations into agile 

development techniques [39]. A better risk analysis has 

been discovered and reported as one of the vital success 

factors of an Agile Software Development (ASD) 

project in a Systematic Literature Review conducted by 

[33]. They also insist that the identified risks need to be 

analyzed, assessed, and mitigated with the best 

procedures after evaluation in every sprint. 

Risk analysis while neglecting the absence of 

determination and laxity can cause the misleading of 

data, thus generating extensive errors. Thus, risk 

management is the process of discriminating, inclining, 

and modulating such potential issues before they turn 

out to be hazardous [27]. Risk analysis is the process 

that serves as a helping hand to learn about the nature 
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and level of risks (demonstrated in terms of the effects 

and causes of the risks). A risk-seeking attitude is 

essential for an organization to attain innovation, 

whereas measuring those risks is equally important to 

know their short-term and long-term negative impacts 

[17]. 

Risk analysis aims to supply the necessary 

information on the negative impacts of a project, thus 

assisting as a decision-support mechanism. Risk 

analysis highly influences the entire process of 

managing risks since it calculates the time involved and 

provides precision in risk management. Hence, it is vital 

to make a good decision while choosing a suitable risk 

analysis methodology [35]. Framing the right decision 

implies executing the risk analysis process. Risk 

analysis is the methodical utilization of accessible 

information to ascertain the probability and negative 

pay-offs of certain events. Their target is to reserve the 

role as assistance for decision-building when the 

possible outcomes are known ahead. The deep 

exploration of the outcomes by perfect risk analysis 

techniques results in revealing both threats and 

opportunities [19]. 

The research gap in this study lies in the need for 

more comprehensive and advanced machine learning 

approaches for risk prediction in ASD. While basic 

algorithms such as logistic regression and Support 

Vector Machine (SVM) showed moderate accuracy, the 

potential of deep learning, ensemble models, or hybrid 

techniques remains unexplored. Additionally, the 

dataset used may not fully represent the diverse and 

dynamic nature of risks in ASD, highlighting the need 

for larger, real-world datasets for better generalizability. 

Another gap is the limited analysis of feature 

importance and its impact on predictive performance, 

suggesting that more refined feature selection and 

engineering techniques could enhance accuracy. Finally, 

the study lacks real-world validation, necessitating 

further research on implementing these models in 

industry settings to assess their practical effectiveness. 

Our study makes two important contributions. First, 

we propose a dataset with our suggested attributes, 

including those from the literature, and obtain the data 

through a survey procedure and expert opinions. Next, 

we report the results of the performance of different base 

classifier models in predicting the risk levels and 

perform comparison with the existing risk analysis 

framework attributes.  

The structure of the article is compiled as follows: 

Section 2 comes up with a detailed review of the 

literature. Section 3 furnishes the proposed framework 

and the underlying theoretical concepts. Section 4 

unveils the results of the empirical study. Section 5 

discusses the limitations and threats to the validity of the 

study. Lastly, section 6 puts up the conclusion and the 

future work to be carried out. 

2. Literature Review 

Numerous contributions focusing on software risk 

analysis exist in the literature. The systematic literature 

review in [18] illustrates several risk analysis and 

management models and tools, including the 

probabilistic model, machine learning models, risk 

breakdown structure model, and so on. Various risk 

analysis techniques have been discussed by Boranbayev 

et al. [4]. Their proposed web application with expert 

data storage serves as risk analysis assistance for even 

experts with absolutely no or less experience in the 

earlier stages of the development lifecycle. 

Szwaczyk et al. [35] analyses several risk analysis 

methodologies in terms of criteria, which include 

dependency analysis, online reaction, historical data, 

risk prediction, scalability, performance, and output. 

Finally, the authors suggest the Bayesian Network (BN) 

model as the best-fit method, despite the drawbacks it 

has. Canavese et al. [6] propose an automated risk 

analysis technique to safeguard the software 

applications by assigning risk indices for the paths of 

attack. The qualitative risk analysis in [21] is performed 

using a Delphi-based technique named Risk Planning 

Poker, in which the risk analysis process is executed 

among the team members while preserving their 

anonymity. However, the absence of quantitative 

procedures for analyzing risks is a major drawback of 

the methodology.  

The risk pyramid model does not produce the causal 

relationship that exists between the risks. It also handles 

only one risk at a time during risk resolution. The agile 

risk network model in [1] overcomes these limitations 

with the Risk Structure Matrix (RSM) in order to reveal 

the relationship between causes and impacts of a risk 

identified ahead. Using the model, the causal risks with 

the maximum number of effects identified by their 

outgoing edges can be eliminated or deducted. The 

primary advantage of this model is that this mapping of 

risks with respect to their causes and effects gives a 

clearcut idea about the importance of each risk while 

developing a project, and based upon the influence 

element, the risks are prioritized for resolution. 

The qualitative risk model proposed in [2] focuses on 

efficient risk assessment and management without 

losing its agile nature and flexibility. The model puts 

forward 7 qualitative variables, which include 5 

mitigation variables named reliability, availability, 

resilience, robustness, detectability, and 2 impact 

variables named severity and occurrence, where the 

agile practitioners gave a qualitative rating using a 10-

point scale to each variable. The paper concludes that 

the classical qualitative risk models are hefty and not 

flexible, thus violating the flexibility requirement, 

which is one of the primary principles of agile. Their 

proposed model overcomes such limitations by offering 

a structured and flexible way of risk assessment without 

diminishing agility. However, the authors take into 
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consideration only four major hazards for assessment 

using the model. 

The gamification-based risk analysis approach in [9] 

is dedicated to agile environments, irrespective of the 

methodology that the team uses. The approach engulfs 

existing techniques like risk boards, certain features of 

the Delphi technique, and gamification ideologies. 

These ideologies include I orientation, persuasive 

elements, learning orientation, Y generation 

adaptability, amusement factors, wellbeing-oriented, 

research-generating, and knowledge-based. The phases 

of software risk analysis include identifying and 

classifying the potential risks, deciding the priority of 

each and every identified risk using a variation of 

Fibonacci series-based risk planning poker, updating the 

risk board, and finally obtaining feedback using a 

questionnaire. With respect to the agile manifesto 

principles, the technique got affirmative feedback from 

81.9% of participants, saying that it boosts the 

involvement of team members. 

The Bayesian Network-based Causality Constraints 

(BNCC) risk analysis model in proposes a V-structure 

discovery algorithm. This is superior to many other 

algorithms, such as C4.5 and Naïve-Bayes, in terms of 

strong interpretation capability and sufficient prediction 

accuracy. The explicit knowledge proffered by the 

model indicating the causation between the risk factors 

and the end results of a project can immensely help in 

implementing an efficient way of risk analysis and the 

subsequent steps of planning the risks. 

Han [12] uses in the study a three-layered neural 

network (input, hidden, and output layers) with a back 

propagation algorithm to increase the accuracy of 

prediction in order to identify if a project is risky or not. 

The model with an accuracy of 100% outperformed the 

previous logistic regression model, whose accuracy was 

87.5%. 

These literature works stirred us into making a 

snippet of a contribution to proposing a risk analysis 

approach in the zone of software project management. 

3. Proposed Work 

Risk analysis is the business of grading risks with 

respect to one or more parameters. The traditional 

methodology generally takes into account the 

probability and impact of the risks by computing their 

product, called risk criticality, which pertains to the 

individual significance of a risk, or with the assistance 

of a diagram. Designing risks as independent makes the 

process of assessing indirect, complex impacts 

impracticable. Moreover, when a single person 

performs risk analysis, it is pretty obvious that there are 

high possibilities for issues regarding bias and 

adaptability. 

The Failure Mode and Effect Analysis (FMEA) 

gauges the failure mode consequences with respect to 

the experts’ knowledge, and the entire accessible 

information is not used. This type of analysis makes use 

of uncomplicated checklists and is more appropriate for 

the designing phase of system development, and deeper 

analysis asks for even more complex techniques [38]. 

Risk analysis techniques such as Fault Tree Analysis 

(FTA), reliability block-diagram analysis executed in 

[2], and Event-Tree Analysis (ETA) gather their input 

from the outcome of FMEA, but they lack the capability 

to assess the deeper viewpoints of software risks [37]. 

The software reliability analysis methods are 

designed based on the number of eliminated bugs and 

aid in grasping the causes and effects of a system only 

to some extent. Hence, they cannot be considered useful 

tools for analyzing risks [37]. The Dynamic Flowgraph 

Methodology (DFM) does not confer any means to 

discover the causes of a failure [38]. The current 

automatic BN methodologies are not capable of 

distinguishing correlation from causation, and this 

needs to be addressed since causation provides immense 

support in finding the factors that have a great impact on 

the outcome of the project. 

Risk analysis intends to appraise the detriments, 

frequency of usage, and likelihood of failure based on 

the shortcomings. To circumvent time and cost overruns 

during software development, it is necessary to 

quantitatively evaluate all risks pertaining to the high-

level requirements so that it helps in making effective 

decisions while allotting resources to those 

requirements [29]. Quantitatively Analyzing Risks 

(QRA) is generally useful in evaluating the level of 

risks, and the related measurements are affixed with an 

uncertainty degree. A classic QRA methodology 

encompasses steps including identifying hazards, 

constructing models, estimating risks, and making 

effective decisions. A consummate framework may 

include sensitivity analysis and tolerance analysis in 

addition [41]. 

As per the ISO 12207 standard, which describes the 

processes carried out in the Software Development Life 

Cycle (SDLC), an objective can be related from several 

points of view, some of which include budget-related, 

health-related, safety-related, and related to the 

environment. There are chances for risk to occur at 

various levels of the enterprise, resulting from a wide 

range of both internal and external factors, which can 

have great control over the likelihood of a risk and its 

effects on the business objectives. It is essential to group 

and prioritize the extensive list of risks obtained to 

provide a clear-cut representation of which of the risks 

need to be handled and allocate the resources 

accordingly. Some of the risk assessment categories 

defined by the ISO 31010 standard include: intuition of 

the experts; auditing by the experts; easy scoring 

methods; weighted scores; a calculus of preferences; 

and probabilistic methods, depending on subjective 

data, historical data, and empirical research data. 

Stakeholders’ participation in risk management 

throughout helps to increase communication and 



550                                                              The International Arab Journal of Information Technology, Vol. 22, No. 3, May 2025 

knowledge regarding the risks, thus leading to efficient 

rectification actions [26]. 

The application of machine learning algorithms in the 

risk management process has gained tremendous 

popularity in recent years among software companies 

[34]. Recently, the trend of using machine learning 

algorithms for assessing risks has become quite popular. 

Especially supervised learning algorithms such as 

decision trees, naive bayes classifiers, neural networks, 

and SVMs are commonly used [34]. 

Software risks can be predicted in the following 

ways: 

1. By classifying the level of a risk as high, low, 

medium, and so on, thus assisting in differentiating 

between different levels of risk. 

2.  By classifying whether a project is risky or not [12].  

The main purpose of risk classification is to obtain a 

united perspective regarding a group of factors, which 

in turn can assist practitioners in discovering the group 

with the highest risks. Risk classification is an 

inexpensive methodology for risk analysis along with 

their root causes by categorizing risks of similar nature 

into a class [14]. Choosing the relevant features plays a 

vital role in the process of prediction, and the perfect 

number of features is capable of influencing the model’s 

accuracy [15]. 

The initial phase in qualitatively analyzing risks is to 

brand them as per their origin. If multiple risks originate 

from a single point, addressing the risk source initiates 

an effective solution [20]. Quantitative analysis, 

characterized by a precise estimation of the risk impacts 

on project objectives, succeeds the qualitative process 

of analysis [20]. Subjective analysis by experts is 

commonly used in managing risks. However, it lacks 

replicability and suffers from obscureness. It is therefore 

important to develop more objective and decision-

making assistance tools for managing risks. 

Software risk management can be designed to 

concentrate on goal-based methodology in order to get 

rid of the risks entangled in the SDLC phases [27]. Since 

“risk” can create random changes in the project’s 

anticipated outcome, it is impossible to put forward a 

single goal throughout the SDLC phases, and hence it is 

essential to customize each goal particular to each 

potential risk event [27]. 

The goal-based risk analysis methodology in [3] 

handles the risks occurring as a result of certain events 

through a few plans of action. This may include 

analyzing the cost of the solutions produced by the 

candidates, prioritizing the risks to distinguish the 

higher-priority risks from those of the lower ones, and 

analyzing the cost and risk so as to give a clear picture 

of the budget and the risks associated with each of the 

solutions provided. Based on this phenomenon and 

inspired by [32], we chose the goal values of our 

proposed ‘performance goal affected’ attribute to be 

‘time’, ‘cost’, and ‘quality’. The remarkable 

contributions of propelled us to propose an additional 

goal value, ‘employee satisfaction’. Their findings 

acknowledge the fact that ‘employee satisfaction’ has 

the potential to influence the profit growth, sales 

growth, and return on investment of an organization in 

a positive manner. Hence, letting it be vulnerable will be 

a risk to the organization for sure.  

According to the National Aeronautics and Space 

Administration (NASA), a good way of planning risks 

is “to ensure if the risk sources and impacts are known 

ahead and plan the more important risks initially”. 

“Finding out the cause of a risk” is a requisite of the risk 

analysis phase as per the policies of the Software 

Engineering Institute of Carnegie Mellon University 

(CMU/SEI). Thus, we come to the conclusion that deep 

learning about the causes and consequences is critical in 

the risk planning phase. 

The main objectives of the study are to answer the 

following research questions: 

 How to form a categorical dataset for the purpose of 

risk analysis in an agile-specific environment. 

 How to build a machine learning model with the 

proposed risk dataset with better performance in 

prediction. 

 Does the Goal-driven Software development Risk 

Management (GSRM) framework attribute have 

more significance in risk analysis than the Agile 

Software Risk Identification (ASRI) framework 

attribute?  

With this aim, the overall flowchart of the building 

process of the model is depicted in Figure 1. The 

detailed execution steps are described in further 

sections. 

 

Figure 1. Building process of the machine learning model. 

3.1. Risk-Based Data Collection 

The proposed dataset, in order to predict the level of risk 

(low, medium, and high), is accumulated through 

various sources of data.  

Among them, a survey was preferred to execute the 

initial phase of the risk analysis procedure. Inspired by 
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[32], we designed the questionnaire in such a way that 

the experts need to figure out each and every risk 

factor’s probability, impact, and affected performance 

goal obtained through our previous research 

experiments on risk identification. Convenience 

sampling was applied for this purpose due to the 

insufficiency of samples. Both ‘probability’ and 

‘impact’ of the risk were measured through 5-point 

Likert scales, and the ‘performance goal affected’ 

comprised four choices, including ‘time,’ ‘cost,’ 

‘quality,’ and ‘employee satisfaction.’ A sample format 

of the questionnaire is shown in the appendix.  

Since we had 217 risk factors from the previous risk 

identification phase, it is impossible to pack them into a 

single questionnaire, which might lead to a very poor 

response rate if executed. Hence, the idea of partitioning 

them into four different sets of questionnaires with the 

same objectives was accomplished. Survey 1 enlisted 51 

risk factors, survey 2 enlisted 56 risk factors, and 

surveys 3 and 4 enlisted 55 risk factors each.  

Agile projects pose unique issues due to its dynamic 

nature, frequent changes in project scope, and iterative 

procedures that are not normally addressed by standard 

risk management methodologies. Existing research on 

machine learning for risk categorization focuses on 

static or more predictable software environments, 

ignoring the flexibility and rapid change in agile 

projects. This gap highlights the need for specialized 

algorithms and risk models that can adapt to the fluidity 

and evolving nature of agile workflows, which is why 

machine learning algorithms such as SVM for high-

dimensional data and decision trees for interpretability 

are especially valuable, as they have the potential to 

handle complex, evolving risk factors and provide real-

time, actionable insights to agile teams. 

As the population is unknown, we collected 

responses for the questionnaire from 120 samples (30 

samples for each questionnaire to produce statistically 

significant results) from 9 software Small and Medium-

sized Enterprises (SMEs) in Kanyakumari District, 

Tamil Nadu, India. The enterprises follow either 

traditional or hybrid methodologies, and the 

demographic information of the samples is depicted in 

Figures 2 and 3. 

 

Figure 2. Pie chart of the survey participants. 

 

Figure 3. Bar chart representing the participants involved in the 

survey. 

To analyze the survey data, International Business 

Machines Corporation-Statistical Package for the Social 

Sciences (IBM-SPSS) version 26 is used. The reliability 

analysis of the conducted surveys is manifested by the 

statistical test for internal consistency reliability using 

the Cronbach’s Alpha test. It is evident that all the 

surveys can be declared reliable since their Cronbach’s 

Alpha values are found to be 0.936, 0.893, 0.922, and 

0.892, respectively, and are greater than 0.6. 

3.2. Creation of Dataset 

The dataset for this study was gathered from small and 

SME engaging in ASD projects [40], at each level of the 

agile approach, the essential risk management 

procedures are implemented in accordance with the ISO 

31000 standard. 

 

Figure 4. Attributes template of the risk dataset. 

Other variables of the proposed dataset are added to 

the framework from various literature sources and from 

the project specifications. The requisite data is obtained 

from the opinions of experts and through analyzing the 
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project characteristics. The framework proposed in 

Figure 4 is fabricated as an assembly of several 

attributes described and further details about the dataset 

are given in Table 1.  

Table 1. Dataset template for the risk attributes. 

Attributes Data type Value sets Sources 

Organization size Ordinal Small, Medium [36] 

Organization age Ordinal 3-5 years, >10 years Project characteristics 

Budget type Ordinal Low, Medium, High [13] 

Familiar domain Nominal Yes, No [8] 

Maintenance required Nominal Yes, No Project characteristics 

Change scope Ordinal Low, Medium, High [13] 

Project complexity Ordinal Low, High [13, 24] 

Effort required Ordinal Medium, High [5, 23, 36] 

Team size Ordinal Medium, High [7, 10, 11, 22, 36] 

Client availability Ordinal Low, Medium, High [24, 25, 28, 30] 

Project size Ordinal Low, Medium, High [11 13, 22] 

Project priority Ordinal Low, Medium, High [22] 

Staff geographical distribution Ordinal Low, Medium, High [22] 

Project category Nominal Safety and security, Subcontract, Banking and financial [31] 

Project duration type Ordinal Short, Medium [10] 

Client awareness Ordinal Low, High [24] 

Risk description String Previously identified risks [16] 

Category Nominal Human, Organizational, Technical, Non-Technical, Capabilities Our ASRI framework [16, 40], 

Subcategory Nominal 

Personnel, Customer, Team, Other stakeholders, Project 

management, Communication, Coordination, Culture and behavior, 

Requirements, Design, Implementation, Testing, Documentation, 
Operation and maintenance, Process, Security, Environmental, 

Legal, Marketing, Technology, Skills and Experience, Resources 

Our ASRI framework [40] 

Risk nature Nominal 
Over-doing, Under-doing, Mistakes, Concept risks, Changes, 

Differences, Difficulties, Dependency, Conflicts, Issues, Challenges 
Our ASRI framework [40] 

Performance goal affected Nominal Time, Cost, Quality, Employee satisfaction (proposed)  (GSRM based attribute) [16] 

Probability Ordinal Very low, Low, Medium, High, Very high [31] 

Severity Ordinal Very low, Low, Medium, High, Very high [31] 

Risk magnitude Ordinal Negligible, Very low, Low, Medium, High, Very high, Extreme Product of probability and severity [31] 

Risk level (to be predicted) Nominal Low, Medium, High [31] 

 

3.3. Data Preprocessing 

Prior to building a machine learning model, it is vital to 

go through the preprocessing phase. This is due to the 

fact that raw data may encompass incompleteness, 

inconsistency, outliers, and mistakes. Neglecting such 

factors may result in a poor model with inefficiency and 

may not be able to predict the labels with precision. 

Keeping this in mind, we make the following changes 

to our dataset during the preprocessing phase: 

1. Exploratory Data Analysis (EDA): while preparing 

the data for model building, it is important to deeply 

analyze the dataset since an absence of effective data 

handling may result in unexpected results and serious 

issues in the model. From Table 1, it is evident that 

our dataset is of a categorical nature with both 

nominal and ordinal types of attributes and a string 

attribute, which is again not of a numerical type. Our 

dataset is also an imbalanced one, with an unequal 

ratio of instances for all three classes. 

2. Handling Missing Values: partial data can never 

produce better results or performance. As a 

consequence, it is necessary to detect if there are any 

missing values in the dataset and treat them 

accordingly as per rather than deleting the particular 

record or attribute. The dataset analysis ensures that 

it is free from missing values.  

3. Remove Outliers: the presence of outliers in the 

dataset can negatively affect the performance of the 

model to a great extent, and hence it is important to 

figure out and exclude them. However, since our 

dataset is in categorical format, all values are within 

the range, and there is no chance for an outlier to 

occur. However, less frequent categories in each 

attribute column can also be considered outliers since 

their presence has a high chance of producing a 

negative impact. With this motive, we removed 

certain records with a minimal number of categories 

from the dataset and finally ended up with 164 

records for the experimental purpose. 

4. Categorical Data Encoding: prior to building a 

machine learning model, the categorical data must be 

encoded into a numerical format since it is the only 

understandable format for machine learning models. 

As a result, label encoding and one hot encoding 

were used for this purpose, depending on the context. 

5. Feature Selection: among the list of attributes in 

Table 1, the independent attributes that have a 

significant impact on the dependent variable output 

must be chosen so as to discard the weaker attributes, 

thus eliminating noise in the data. The statistical 

correlation analysis is suitable for this purpose, and 

since all our attributes are of the categorical data 

type, we found the Chi-Square correlation to be the 

most appropriate solution. The results of the Chi-

Square correlation graph are plotted in Figure 5. The 

higher the chi-value, the higher the importance, and 

the lower the chi-value, the lower the importance. 

However, the experiments aim to find the 

ramifications of the goal-based attributes and the 
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ASRI attributes on the performance of the model and 

are executed as such. It is to be noted that the highly 

inter-related attributes need to be detected and 

filtered prior to the feature selection process. For 

instance, the ‘category’ and ‘subcategory’ attributes 

are related to each other, and exerting the two in the 

experiments may lead to the generation of fallacious 

results. Hence, it is vital to exclude one among them 

based on their impact on the model’s performance. In 

a similar fashion, the ‘risk magnitude’ attribute 

replaces the ‘probability’ and ‘severity’ attributes 

since ‘risk magnitude’ is nothing but the product of 

the two. 

 

Figure 5. Bar chart representing the results of Chi-square test. 

Furthermore, no feature scaling is needed since all 

the attributes are categorical and have an almost equal 

range of input values, and there is less chance for the 

model to prioritize one attribute over another. As 

mentioned already, since the dataset is imbalanced, 

there is a high chance of producing biased results in the 

prediction. To overcome this, we have used Synthetic 

Minority Over-sampling TEchnique for Nominal 

features (SMOTEN), a variant of Synthetic Minority 

Over-sampling TEchnique (SMOTE), specifically used 

for categorical attributes, to balance the dataset. In 

addition, the stratified k-fold cross-validation technique 

was used in the experimental analysis to validate the 

results using different iterations to improve the 

performance of the model. 

3.4. Building the Machine Learning Model 

This section encompasses the pros and cons of the 

machine learning classifiers used in the experimental 

study. Based on their capacity to manage classification 

tasks efficiently and offer insightful information on 

software risk prediction, logistic regression, decision 

tree, SVM, naïve bayes, and K-Nearest Neighbor 

(KNN) were chosen. Initially, SVM and logistic 

regression were used due to their robustness in high-

dimensional and structured data settings. While SVM is 

renowned for its capacity to recognize optimal decision 

boundaries, which aids in the efficient classification of 

risks, particularly in complex datasets, logistic 

regression provides a probabilistic framework that 

makes it appropriate for comprehending and measuring 

the likelihood of various risk levels. Second, SVM was 

chosen for its capacity to deal with high-dimensional 

data, which is typical in software risk analysis when 

several risk factors interact. SVM is excellent at 

determining optimal decision boundaries and performs 

well in complicated datasets where a clear margin of 

separation is required for effective risk categorization. 

Finally, decision trees were incorporated due to their 

interpretability and capacity to represent non-linear 

relationships. decision trees provide explicit, 

understandable decision rules that can assist agile teams 

in efficiently identifying and managing risks in 

complicated contexts. Prior to the experimental 

analysis, let us discuss the models in detail. 

1. Logistic Regression: Logistic regression is a popular 

machine learning algorithm for classification 

problems that predicts labels using a sigmoid 

function by mapping a real number to a probability 

value between zero and one [13]. Logistic regression 

and naïve bayes are the broadly preferable supervised 

parametric classification algorithms. Logistic 

regression is best suited for overfitting situations 

where the features are larger than the observations.  

(2) 
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2. SVM: SVM is a linear classification algorithm that 

generates hyperplanes for making decisions by 

making use of statistical learning theory. The 

algorithm also offers better generalization and 

performs with equivalent accuracy even when there 

is sparse data. It also accomplishes better when the 

sample sizes are small. 

3. Naïve Bayes: naïve bayes is yet another probabilistic 

simple classification algorithm, assuming that all the 

features are independent of one another. However, it 

also works well when the features are interconnected. 

Similar to logistic regression, naïve bayes is also 

expected to shine with a small sample size. 

4. Decision Tree: the decision trees are more 

comprehensive when compared to neural networks. 

However, it is quite difficult for a normal user to learn 

the underlying concepts behind the decisions taken 

using a decision tree. Furthermore, when the 

complexity among the relationships increases, the 

computational complexity too increases, thus causing 

overhead. 

5. KNNs: this algorithm works on the principle that data 

points that are close to each other belong to a 

particular class. It has the advantage of being robust 

with noisy data. However, when the dimensionality 

is increased, the computational complexity will also 

increase. In addition, deciding the number of nearest 

neighbors is quite challenging. 

3.5. Experimental Analysis 

The Python language was utilized to build the machine 

learning models with the assistance of requisite 

packages such as Pandas, NumPy, Scikit-Learn, and so 

on. As evaluation parameters, metrics such as precision, 

recall, F-measure, and confusion matrix are given 

higher preference in our study since the accuracy 

metrics alone will not make sense when the dataset is 

imbalanced [34]. Since we have applied the SMOTEN 

technique for balancing the dataset, the accuracy metrics 

can be considered as well to estimate the model 

performance. With the below metrics, the performance 

of all the machine learning models with different sets of 

attributes was evaluated and compared. 

 Accuracy: Accuracy is an important metric when it 

comes to evaluating the performance of a machine 

learning model [13]. It is the ratio between the 

correctly classified instances and the total number of 

instances. This can be represented as: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 Recall: The recall metric, also known as True 

Positive Rate (TPR), is a measure of correctly 

classified positive instances with respect to the total 

number of positive instances [13], and is given by the 

equation, 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑇𝑃𝑅) =
𝑇𝑃

𝑇𝑃 + 𝑇𝑁
 

 Precision: the idea behind using the ‘precision’ 

metric is to find out the number of actual positive 

instances from the totally predicted positive instances 

[13], which can be calculated by,  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

In the above equations, TP refers to ‘True Positive’, TN 

refers to ‘True Negative’, FP indicates ‘False Positive’, 

and FN refers to ‘False Negative’ instances.  

 F-Measure: F-measure is nothing but the harmonic 

means of the ‘precision’ and ‘recall’ metrics, and is 

given by the equation, 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 Confusion Matrix: this matrix provides an optimal 

solution for classification problems [13], since it 

provides insights about the correctly and incorrectly 

classified instances through a matrix format. 

4. Finding and Results 

The proposed dataset is validated using the basic 

machine learning models to solve the classification 

problem, and the summary of the findings is revealed in 

Table 2. The outcome of three different combinations of 

our risk dataset attributes is compared here. From the 

obtained results, the omission of the proposed ‘risk 

nature’ attribute from our risk analysis framework has a 

highly negative impact on the performance (testing 

accuracy) of the logistic regression, decision tree, and 

KNN models compared to the omission of the existing 

GSRM attribute, ‘performance goal affected’. This 

limited dataset makes it difficult to generalize the results 

to SMEs operating in different regions or industries, 

potentially reducing the model’s effectiveness in diverse 

settings. Despite these limitations, the findings provide 

practical insights for SMEs, helping them prioritize key 

risk factors and allocate resources more effectively. By 

understanding which factors most influence business 

risks, SMEs can make data-driven decisions to improve 

resilience and long-term sustainability. This is clearly 

evident by the decrease in precision, recall, F1-score, 

and accuracy (both training and testing). Thus, we can 

come to the conclusion that ‘risk nature’ is an important 

attribute in performing software risk analysis using 

machine learning models. Also, logistic regression with 

all our risk dataset attributes is found to be the optimal 

algorithm for predicting software risk levels with the 

highest precision of 0.71, recall of 0.70, F1-score of 

0.70, training accuracy of 73%, and testing accuracy of 

70%. Though it is a satisfying result, improving the 

number of records is a strong suggestion for 

performance escalation. 

 

(1) 

(3) 

(4) 

(2) 
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Table 2. Summary of the experimental analysis. 

Model name Without feature selection 
Without the ASRI framework attribute 

‘risk nature’ 

Without the GSRM framework attribute 

‘performance goal affected’ 

Logistic regression (7-fold cross 

validation) 

0.71 (‘) 

0.70 (recall) 
0.70 (F1-score) 

73% (training accuracy) 

70% (testing accuracy) 

0.53 (precision) 

0.57 (recall) 
0.55 (F1-score) 

73% (training accuracy) 

56% (testing accuracy) 

0.66 (precision) 

0.65 (recall) 
0.65 (F1-score) 

71% (training accuracy) 

65% (testing accuracy) 

Decision tree 

(7-fold cross validation) 

0.57 (precision) 

0.57 (recall) 

0.57 (F1-score) 
90% (training accuracy) 

57% (testing accuracy) 

0.60 (precision) 

0.43 (recall) 

0.44 (F1-score) 
90% (training accuracy) 

43% (testing accuracy) 

0.49 (precision) 

0.48 (recall) 

0.48 (F1-score) 
91% (training accuracy) 

48% (testing accuracy) 

SVM (7-fold cross validation) 

0.66 (precision) 
0.65 (recall) 

0.65 (F1-score) 

69% (training accuracy) 
65% (testing accuracy) 

0.65 (precision) 
0.65 (recall) 

0.64 (F1-score) 

65% (training accuracy) 
65% (testing accuracy) 

0.65 (precision) 
0.65 (recall) 

0.64 (F1-score) 

64% (training accuracy) 
65% (testing accuracy) 

Naïve bayes (2-fold cross validation) 

0.58 (precision) 

0.60 (recall) 
0.58 (F1-score) 

66% (training accuracy) 

59% (testing accuracy) 

0.58 (precision) 

0.59 (recall) 
0.57 (F1-score) 

65% (training accuracy) 

59% (testing accuracy) 

0.56 (precision) 

0.56 (recall) 
0.54 (F1-score) 

65% (training accuracy) 

56% (testing accuracy) 

KNN (7-fold cross validation) 

0.57 (precision) 
0.52 (recall) 

0.53 (F1-score) 
72% (training accuracy) 

52% (testing accuracy) 

0.54 (precision) 
0.52 (recall) 

0.53 (F1-score) 
77% (training accuracy) 

52% (testing accuracy) 

0.60 (precision) 
0.57 (recall) 

0.57 (F1-score) 
76% (training accuracy) 

57% (testing accuracy) 

 

The corresponding confusion matrix visualizations 

for the prediction outcomes of the machine learning 

models are depicted in Figures 6, 7, 8, 9, and 10. One 

key finding of the study is that logistic regression 

outperformed other models, but the paper does not fully 

explore the reasons behind this result. Logistic 

regression is often preferred for its simplicity, 

interpretability, and effectiveness in handling binary 

classification problems, which may explain its superior 

performance in this context. Unlike more complex 

models, it provides clear insights into the relationship 

between risk factors and outcomes, making it a practical 

choice for SMEs seeking to understand and mitigate 

business risks. However, the study does not extensively 

discuss what this means for practical risk management 

in SMEs. Given its interpretability, SMEs can use 

logistic regression to identify the most influential risk 

factors and make data-driven decisions to allocate 

resources more efficiently, ultimately improving their 

resilience and long-term stability. 

 

   

a) Without feature selection. b) Without ‘risk nature’ attribute. c) Without GSRM attribute. 

Figure 6. Logistic regression models. 

   

a) Without feature selection. b) Without ‘risk nature’ attribute. c) Without GSRM attribute. 

Figure 7. Decision tree models. 
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a) Without feature selection. b) Without ‘risk nature’ attribute. c) Without GSRM attribute. 

Figure 8. SVM models. 

   

a) Without feature selection. b) Without ‘risk nature’ attribute. c) Without GSRM attribute. 

Figure 9. Naïve bayes models. 

   

a) Without feature selection. b) Without ‘risk nature’ attribute. c) Without GSRM attribute. 

Figure 10. KNN models. 

5. Limitations and Threats to Validity 

This section deals with some of the threats to the validity 

of the study that we came across. A major internal threat 

to validity is the data imbalance, which can influence 

the model prediction results despite the use of the 

SMOTEN technique. However, this drawback is limited 

to some extent by the application of the Stratified K-

Fold cross-validation method. A major internal threat to 

validity is data imbalance, which can influence model 

prediction results despite the use of the SMOTEN 

technique. While SMOTEN helps address class 

imbalance, it does not completely eliminate its effects, 

and oversampling may introduce the risk of overfitting. 

However, the application of Stratified K-Fold cross-

validation mitigates this issue to some extent by 

ensuring a balanced class distribution across training 

and validation sets. 

Another significant threat is related to the 

generalization of the proposed model, which affects its 

external validity. Since the survey data were collected 

through convenience sampling from small and medium 

enterprises within a single district due to time and cost 

constraints, the findings may not be broadly applicable. 

This limited dataset makes it difficult to generalize the 

results to SMEs operating in different regions or 

industries, potentially reducing the model’s 

effectiveness in diverse settings. 

6. Conclusions 

This study proposed the application of machine learning 

techniques for software risk classification in ASD 

environments. The experimental analysis demonstrated 

that among the five implemented algorithms, logistic 

regression 70% accuracy and SVM 65% accuracy 

performed the best in predicting software risks. These 

findings suggest that machine learning-based risk 

analysis can effectively assist in identifying and 

prioritizing software risks, thereby contributing to 
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improved risk management strategies in ASD 

environments. The dataset used may not fully represent 

the diverse risk factors encountered in different agile 

projects, particularly in SMEs with limited resources. 

Additionally, the study relied on basic machine learning 

models, which, while effective, could be improved 

using advanced ensemble or deep learning techniques. 

Future research should focus on expanding the dataset, 

incorporating more sophisticated machine learning 

models, and improving model interpretability to ensure 

that risk predictions are both accurate and actionable. 
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