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Abstract: Due to the difficulty of accurately expressing complex learning behaviors based on features obtained from a single 

behavioral modality, research is being conducted on a multimodal monitoring image Spatio-Temporal (ST) feature representation 

method for behavior recognition to improve the effectiveness of learning behavior recognition. Using an improved 3D 

Convolutional Neural Network (CNN) with Spatio-Temporal Pyramid Pooling (STPP), an attention based Long Short-Term 

Memory neural network (LSTM), and a special orthogonal popular spatial network, the RGB spatial features, RGB temporal 

features, and 3D skeletal features of the monitoring images are extracted from each channel; by improving the dual attention 

mechanism and integrating three modal features to complement each other’s strengths; using bounding box regression analysis 

to fuse the ST features of multimodal monitoring images, the learning behavior recognition results are obtained. Experimental 

results have shown that this method can effectively extract ST features of multimodal monitoring images, and the edge 

information retention of multimodal ST feature fusion is relatively high at different lighting conditions, close to 1, indicating that 

the feature fusion effect is excellent and the learning behavior recognition accuracy is high, above 96%. 
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1. Introduction 

1.1. Research Background 

With the popularization of smart devices and the 

development of information technology, the demand for 

personalized learning for individual users is increasing. 

Learning behavior largely reflects individual learning 

characteristics and preferences, and can provide valuable 

information for personalized learning. Therefore, 

learning behavior recognition has become a key 

technology to realize intelligent education, personalized 

recommendation and other applications, and as the 

intersection of artificial intelligence and education, it is 

increasingly receiving widespread attention [8, 18]. 

Learning behavior recognition, that is, by analyzing and 

interpreting the learner's movement, expression, voice 

and other multimodal information, in order to understand 

and assess their learning state, interest, emotion and 

other internal psychological activities [4]. By identifying 

and analyzing students' learning behaviors, we can gain 

a deeper understanding of students' behavioral 

characteristics and habits in the learning process, so as to 

better understand students’ learning styles and effects. 

This helps educators to adjust teaching strategies in a 

targeted manner and improve teaching effectiveness. 

According to the learning behavior characteristics of  

 
each student, it can also provide personalized teaching 

suggestions and learning counseling to meet the different 

learning needs of students, and further promote the 

realization of personalized education [9]. At the same 

time, it can also help education administrators better 

understand the students' learning status [16], provide 

scientific basis for education decision-making, and 

enhance the intelligent level of education management. 

In addition, learning behavior recognition technology 

can provide a large amount of data about students’ 

learning behavior, provide rich empirical information for 

educational scientific research, and promote the progress 

of educational science [1]. In distance education and 

online learning, learning behavior recognition 

technology can help teachers find students’ learning 

anomalies in a timely manner, such as leaving the 

learning state for a long time, learning progress suddenly 

stops, etc., so as to protect students’ learning safety. 

1.2. Literature Review 

In the context of the above research, some scholars have 

conducted relevant research on learning behavior 

recognition, for example, proposed a behavior 

recognition method combining human posture 

estimation and object detection Mo et al. [11]. First, the 

target detector extracts a single area from the key frame 
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as the input of the network. Then, the Multi Task 

Heatmap Network (MTHN) module extracts 

intermediate heatmaps associated with multi-scale 

features. Attitude estimation and target detection tasks 

are constructed by mapping relationships to obtain key 

points and target position information. Finally, key point 

behavior vector and measurement vector are used to 

model behavior, and behavior recognition is completed 

based on fully connected network. This method has 

better classification performance and robustness when 

recognizing different learning behaviors. However, the 

behavior modeling is too dependent on the information 

of posture key points and target positions, and other 

important behavior characteristics may be ignored in 

some complex behavior scenes, resulting in inaccurate 

behavior recognition. Chen [3] proposed two improved 

Channel Attention (CA) modules, namely the Spatio-

Temporal (ST) interaction module of matrix operation 

and the depth separable convolution module, combined 

with the research of human behavior recognition. 

Combining the superior performance of CNN in image 

and video processing, a multi-scale CNN method for 

human behavior recognition is proposed by Chen [3]. 

First, the behavioral video is segmented, each video clip 

is low order learned, and the corresponding low order 

behavioral information is extracted. Then this low order 

behavioral information is connected on the time axis to 

obtain the low order behavioral information of the entire 

video, so as to effectively capture the behavior. However, 

the performance of this method using multi-scale CNNs 

in behavior recognition still depends on the training 

dataset used. If the size of the dataset is limited or the 

category distribution of data samples is uneven, it will 

lead to poor generalization performance in practical 

applications. Zhao et al. [21] proposed a feature 

extraction method of 3D Convolutional neural network 

fusion Channel Attention (3DCCA) model. The RGB 

video frames are preprocessed by means of the mean 

normalization method, and then the ST features of the 

input clips are extracted by 3D convolution, and the 

more critical features for current behavior recognition 

are selected from all features through CA. Finally, 

Softmax classifiers are used to classify and recognize 

human behaviors in videos. However, when this method 

is used to process behavior recognition tasks in complex 

scenes, its feature extraction is single, which makes it 

difficult to accurately express complex learning 

behaviors, and it is prone to miscalculation or decline in 

accuracy. Wang [13] proposed online learning behavior 

recognition based on image emotion. The flow of image 

emotion recognition is introduced in detail to facilitate 

the analysis of online learning behavior. The improved 

local binary mode and wavelet transform are used to 

extract key frames from face images. Next, the structure 

of online learning behavior analysis system is 

constructed, a method of learning emotion recognition 

based on facial expression is proposed, and an online 

learning image emotion classification model based on 

attention mechanism is established to complete learning 

behavior recognition. However, different individuals 

may have different physiological responses in the 

learning process, so this method will be affected by 

individual differences, resulting in unstable recognition 

accuracy. Wu [14] combines Particle Swarm 

Optimization (PSO) algorithm and K-Nearest Neighbors 

(KNN) algorithm to get PSO-KNN joint algorithm, and 

combines it with emotional image processing algorithm 

to build a classroom student behavior recognition model 

based on artificial intelligence. In addition, based on 

image processing technology, key frame detection is 

used for feature recognition, and the recognition process 

based on inter frame similarity measurement algorithm 

and initial cluster center selection is improved in the key 

frame extraction method of clustering to complete 

student behavior recognition. Behavior recognition 

usually requires comprehensive analysis of data from 

multiple different modes. However, this method is 

limited to data input of single mode, and it is difficult to 

obtain more comprehensive and accurate results in 

practical applications. 

Learning behavior is a complex and multidimensional 

process, and it is often difficult for the information of a 

single modality to comprehensively and accurately 

reflect the real state of learners. Therefore, based on the 

research of the above methods, by fusing multimodal 

features such as time and space [7], the advantages of 

each modality can be comprehensively utilized to 

improve the accuracy and robustness of the learning 

behavior recognition, and the multimodal spatial and 

temporal features of surveillance images for behavior 

recognition can be studied to provide a more efficient, 

accurate, and comprehensive means of analyzing the 

learning behaviors in the field of education. The 

proposed method uses an improved 3D CNN that 

includes ST pyramid pooling, an attention based Long 

Short-Term Memory neural network (LSTM), and a 

special orthogonal popular space network to extract 

RGB spatial features, RGB temporal features, and 3D 

skeletal features of monitoring images. The three 

extracted modal features are fused through an improved 

dual attention mechanism to improve the 

comprehensiveness and accuracy of feature 

representation, providing reliable support for subsequent 

learning behavior recognition. Finally, based on the 

concept of boundary regression, bounding box 

regression is used to analyze the ST feature fusion results 

of multimodal monitoring images, achieving accurate 

learning behavior recognition. 

2. Learning to Recognize Behavior 

The overall implementation architecture diagram of the 

learning behavior recognition model based on the ST 

features of multimodal monitoring images is shown in 

Figure 1. 
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Figure 1. Learning behavior recognition model based on ST features 

of multi-modal monitoring images. 

The extraction stage of learning behavior features in 

the model mainly includes three layers: improved 3D 

CNN, attention mechanism LSTM and special 

orthogonal pop space network. The specific 

implementation steps are described as follows: First, 

input a surveillance image to obtain the RGB video 

sequence and 3D skeleton sequence of the behavior 

samples. Then, in the 3D CNN network, adding ST 

pyramid pooling can automatically process RGB video 

frame sequences of any size and quickly convolve the 

resulting RGB spatial features. Then, the LSTM module 

is used to transfer the current or even earlier information 

to the next moment of use through its memory function, 

further extracting RGB temporal features. At the same 

time, the ST attention mechanism is used to enhance key 

information and obtain the final RGB temporal features. 

Secondly, a special orthogonal popular space network is 

used to represent the 3D human skeleton sequence and 

obtain skeletal features. Finally, the improved dual 

attention mechanism is used to fuse the extracted three 

modal features, and the final learning behavior 

recognition result is output by bounding box regression. 

2.1. Monitoring Image Spatial Feature 

Extraction Based on Improved 3D CNN 

Network 

Compared with 2D convolution network, 3D 

convolution network can simultaneously capture the 

appearance and motion information of the target in the 

RGB sequence of the surveillance image, and has better 

learning behavior recognition performance. Its structure 

is simpler than many current behavior recognition 

models, and it has a faster running speed. This is because 

3D convolutional networks have a single network 

structure that can simultaneously process spatial and 

temporal information in one network, reducing model 

hierarchy and parameter count, thereby improving 

running speed. The model stacks multiple consecutive 

frames to form a cube, and generates multiple channel 

information in each frame of image. Each channel of the 

consecutive image frame is checked with different 

methods for 3D convolution [5]. The feature map 

obtained in this way is connected to multiple adjacent 

image frames, so as to obtain time information while 

extracting spatial information. Finally, the information 

on all channels is combined to calculate various types of 

RGB spatial features [20]. 

The 3D CNN structure consists of one hard wire layer, 

three convolution layers and two lower sampling layers. 

The network takes continuous frame monitoring images 

with a size of 60×40 as input. Among them, the hard-line 

layer is a special preprocessing layer that extracts feature 

information from each frame of the image through pre-

set “hard wired kernels,” converting the original 

monitoring image into a feature map form suitable for 

subsequent convolutional layer processing. The hard-

line layer extracts grayscale from each frame, horizontal 

coordinate gradient x, vertical coordinate gradient y, 

light streams x’, light streams y’ these 5 channels 

generate 33 feature maps. The C2 convolutional layer 

uses two different 3D to check the five-channel 

information output from the previous layer for 

convolution operation. The C4 convolutional layer, on 

the other hand, uses three different convolutional kernels 

to perform convolutional operations on the feature maps 

respectively, thus obtaining more feature maps with both 

spatial and temporal dimensions [15]; for the 

downsampling layer, the S3 and S5 sliding window of 

size 2×2 and 3×3 is used to downsample each feature 

map obtained from the previous layer, respectively, 

keeping the number of feature maps constant while 

reducing the spatial resolution; the last convolutional 

layer C6, each feature map is convolved with a 7×4 2D 

core to obtain 128 feature maps, that is, 128 feature 

vectors of action information in the input image frame 

[19]. However, the training and testing of 3D CNN 

networks require the input of monitoring image frames 

with fixed size and scale. When inputting a surveillance 

image of any size, 3D CNN will crop or scale the 

surveillance image to produce a fixed size of input 

samples, which may lead to the loss and distortion of 

important information, thus affecting the extraction of 

RGB spatial features. In order to process the monitoring 

image frames of any size more comprehensively, the last 

pooling layer in 3D CNN is replaced by the Spatio-

Temporal Pyramid Pooling layer (STPP) to receive 

inputs of different sizes and convert them into feature 

vectors of fixed length, while extracting more features of 

different time angles [2, 6]. 

Because the convolution layer can receive any size of 

input, and then produce different sizes of output. Given 

a RGB monitoring image sequence of any size as the 

input of 3D CNN, after the previous 3D convolution and 

ordinary down sampling, assume that the feature 

mapping size of the last convolution layer is T×W×H, of 
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which T is the time to pool the cubes, the H and W are 

the height and width of the monitored image frame. 

Unlike the conventional sliding window pooling used in 

3D CNN, STPP will dynamically adjust the size of the 

sliding window after giving the number of features 

generated by the pooling layer. Specifically, P(pt, ps) is 

denoted as the ST pooling level, where pt is the time 

pooling level, ps is the spatial pooling level, hence, each 

pooling cube is of the size ⌊
𝑇

𝑝𝑡
⌋ × ⌊

𝑊

𝑝𝑠
⌋ × ⌊

𝐻

𝑝𝑠
⌋ . When 

ps=4,2,1 and pt=1, the convolution outputs with different 

sizes can be converted into RGB spatial feature vectors 

X with fixed dimensions. Each ST pooled cube 

maximizes the pooled response value. In this way, the 

improved 3D CNN configured with STPP can adapt to 

monitoring image frames of any size or scale, and 

support arbitrary scaling of frame scale. 

2.2. Monitoring Image Spatial Feature 

Extraction Based on Attention Mechanism 

LSTM 

Represent the RGB spatial feature sequence obtained 

above as U, and then use the attention mechanism LSTM 

of each country to extract the RGB temporal features in 

U. As an improvement of recurrent neural network, 

LSTM has a strong ability to process long time series. 

The update rules of LSTM network are as follows in 

Equations (1) to (6): 

𝑖𝜏 = ѱ(𝑤𝑖𝑢𝜏 + 𝑏𝑖 + 𝑤ℎ𝑖ℎ𝜏−1 + 𝑏ℎ𝑖) 

𝑓𝜏 =  ѱ(𝑤𝑓𝑢𝜏 + 𝑏𝑓 + 𝑤ℎ𝑓ℎ𝜏−1 + 𝑏ℎ𝑓) 

𝑞𝜏 = tanh(𝑤𝑞𝑢𝜏 + 𝑏𝑞 + 𝑤ℎ𝑞ℎ𝜏−1 + 𝑏ℎ𝑞) 

𝑧𝜏 = ѱ(𝑤𝑧𝑢𝜏 + 𝑏𝑧 + 𝑤ℎ𝑧ℎ𝜏−1 + 𝑏ℎ𝑧) 

𝑐𝜏 = 𝑓𝜏 ∗ 𝑐𝜏−1 + 𝑖𝜏 ∗ 𝑞𝜏 

ℎ𝜏 = 𝑧𝜏 ∗ tanh(𝑐𝜏) 

In the formula, uτ is input the RGB spatial feature 

sequence of the extracted monitoring image into the 

network at time τ; h𝜏 is hidden layer state vector of LSTM 

at time τ; cτ is the memory state vector; h𝜏-1 is the hidden 

layer state vector at time τ-1; iτ，fτ，qτ，zτ are the output 

vectors of input gate, forgetting gate, memory gate and 

output gate of LSTM unit; ѱ(∙) is the hyperbolic tangent 

sigmoid activation function;* is hadamarjah. wi，whi，wf，

whf，wq，whq，wz，whz all represent a linear layer; bi，

bhi，bf，bhf，bq，bhq，bz，bhz are the bias term.∙ 
LSTM mainly overcomes the problems of “gradient 

disappearance” and “gradient explosion” in traditional 

RNN training. The biggest difference between LSTM 

and traditional RNN is that its gating structure is more 

effective for extracting information from long sequences. 

Although LSTM has the ability to extract the temporal 

characteristics of long sequences, the performance of 

LSTM will decline rapidly when the sequence length is 

too long. For learning behavior recognition, only when 

the sequence length is long enough can it contain more 

learning behavior time series characteristics of the target 

[22]. Therefore, only using LSTM cannot extract timing 

features of RGB sequences of surveillance images. 

In order to solve the above problems, attention 

mechanism and LSTM are combined to jointly grasp the 

temporal characteristics of long sequences. Attention 

mechanism used to calculate the historical learning 

behavior of goals {r1, r2, …, rτ-1} with current learning 

behaviors rτ correlation of the current moment, thus 

constructing the context vector sτ of the current moment. 

The addition of the attention module will not weaken the 

historical characteristics due to multi-step timing 

propagation, thus making up for the defect that LSTM 

cannot handle long sequences [17]. Context vector sτ 

represents the dependence of current learning behaviors 

on historical learning behaviors, calculated as in 

Equations (7) and (8). 

𝑠𝜏 = ∑ 𝜇𝑘ℎ𝑘

𝜏−1

𝑘=1

 

𝜇𝑘 = 𝑠𝑜𝑓𝑡max(ℎ𝜏𝜛𝑠ℎ𝑘) 

In the formula, the hτ, hk are hidden layer output vector 

of LSTM for the current moment and, respectively, the k 

moment (k<n); 𝜛s is a linear layer; 𝜇k is the weight 

corresponding to the RGB timing feature at time k, that 

is, its correlation with the current learning behavior. 

After getting the context vector sτ, sτ and hτ will be 

spliced and input the linear layer, and use the softmax 

activation function to obtain the timing characteristics of 

the monitoring image RGB: 

𝑋′ = 𝑠𝑜𝑓𝑡 𝑚𝑎𝑥(𝜛𝑜𝑢𝑡(𝑠𝜏⨁)ℎ𝜏)) 

In the formula, 𝜛out is the output linear layer. 

2.3. Skeletal Feature Extraction for 

Surveillance Images Based on Special 

Orthogonal Popular Space Network 

Next, in order to further ensure the accuracy of the final 

learning behavior recognition results, the skeleton 

features of the monitoring image are extracted based on 

the RGB spatial features and RGB temporal features of 

the above extracted monitoring image. Let A=(V, E) 

represent a human skeleton that monitors the skeletal 

sequence of the image, wherein V={v1, v2, …,vN} 

represents the set of joints (points), E={e1, e2, …, eM} 

represents the set of rigid body parts (edges). Given a 

pair of body parts em and eη, let eη1 and eη2 denote, 

respectively, the beginning and the end of the point for 

body parts eη, lη represents the length of eη. In order to 

characterize the relative geometric relationship between 

them, another body part is represented in the local 

coordinate system of each body part eη of the local 

coordinate system is obtained by rotating and translating 

the global coordinate system, then en1 becomes the origin, 

and eη side is on the axis x. Thus for 2 edges, the em and 

eη, get 3D transform vectors �̂�𝑚 and  �̂�𝜂 respectively. 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

(8) 

(7) 

(9) 
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Then, calculate the rotation matrix from em to Ym,η with 

eη as the local coordinate system. First, calculate the axis 

angle (ω, θ) of the rotation matrix Ym,η: 

𝜔 =  
�̂�𝑚⨂�̂�𝜂

‖�̂�𝑚 ⊗ �̂�𝜂‖
 

𝜃 = arccos(�̂�𝑚 ⋅ �̂�𝜂) 

In the formula, the ⊗ and the symbols  denote the outer 

and inner products respectively. This can then be easily 

converted to a rotation matrix Ym,η by the representation 

of the axial angles. Similarly, it is also possible to obtain 

a rotation matrix Yη,m of eη from taking em as the local 

coordinate system. In order to be able to fully encode to 

Yη,m, Ym,η and Yη,m are used together to describe the 

relative geometry of the body parts, expressing the body 

skeleton A at time τ as 

(𝑌1,2
𝜂 (𝜏), 𝑌2,1

𝜂 (𝜏), … , 𝑌𝑀−1,𝑀
𝜂 (𝜏), 𝑌𝑀,𝑀−1

𝜂 (𝜏)), of which M 

is the number of body parts, η, m∈M. 

The η×η matrix in Yη
 form the special orthogonal 

group SO(3), which is actually a matrix group. Thus, 

each action sequence of a moving skeleton can be 

represented as a curve in group SO(3)×…×SO(3), 

obtaining the 3D human skeleton representation A’ 

within the bone sequence of the monitoring image, 

taking A’ as the bone feature of the monitoring image. 

2.4. Multimodal Surveillance Image Feature 

Fusion Based on Dual Attention 

Mechanism 

Using dual attention mechanism to fuse RGB spatial 

features of surveillance images X, RGB timing 

characteristics X’ with skeletal features A’ of three modal 

features [10], followed by the use of a 1*1 convolution 

kernel to generate the number of target channels for the 

use of bounded regression, and finally the output of the 

coordinate frame information of the target’s belonging 

space as well as its belonging category of learned 

behaviors. 

The specific steps to fuse X, X’, A’, using the 

spatiotemporal feature fusion module (CFAM) of direct 

attention, are as follows: 

 Step 1: Apply the RGB spatial features X extracted in 

section 2.1, RGB temporal characteristics X’ 

extracted in section 2.2, with the skeletal features A’ 

extracted in section 2.3, stacked according to the last 

two dimensions to form a surveillance image feature 

map D. 

 Step 2: Place D input into the two convolutional layers 

to generate a feature map of the surveillance image G. 

The gram matrix operation is performed on the G 

monitoring image feature map. 

 Step 3: Mapping the surveillance image features G 

remodeled into a tensor F, i.e., the feature vectors of 

the surveillance images of each channel are reshaped 

into one-dimensional vectors. The remodeling tensor 

F of G and its transpose FT
 are used by the matrix 

product operation, and then calculate Gram matrix 𝜌, 

the mathematical expression of which is as follows: 

𝜌 = 𝐹 ⋅ 𝐹𝑇 

𝜌𝑖′𝑗′ = ∑ 𝐹𝑖′𝛽 ⋅ 𝐹𝛽𝑗′

𝛽 

 

The matrix 𝜌 represents RGB associated temporal 

features, RGB spatial features and bone features. From 

the mathematical expression, each element ρi'j' in 𝜌 is 

obtained by the inner product of mapped by vectorized 

features i’ and j’. After calculating the gram matrix 𝜌, 

then, use Softmax to generate the CA map O for each 

element in the matrix. The mathematical formula is as 

follows: 

𝑂𝑖′𝑗′ =
𝑒

𝜌𝑖′𝑗′

∑ 𝑒𝜌𝑖′𝑗′
𝑖′,𝑗′

 

From the mathematical expression, each element Oi’j’ in 

the CA graph O is a measure of the influence of the j’ th 

channel on the i’ th channel. Therefore, the RGB spatial 

features X extracted according to section 2.1, RGB 

temporal characteristics X’ extracted in section 2.2, with 

the skeletal features A’ extracted in subsection 2.3, 

calculated the inter-channel dependence O of the 

individual channels of the multimodal fusion feature. 

Then use O and F matrix multiplication, as in Equation 

(15), will then be made so that the F’ dimensional shape 

of the tensor of the re becomes that of F”, which makes 

its dimension the same as the initial input multimodal 

fusion feature, the effect of attention mapping on the 

initial multimodal fusion feature is obtained. The 

equations are as follows: 

𝐹′ = 𝑂 ⋅ 𝐹 

 Step 4: Combine the above calculated F” and initial 

multimodal fusion feature maps F, its mathematical 

expression is as in Equation (16), where the parameter 

γ is a trainable parameter, whose value is gradually 

learned from 0 during the training process. The 

formula is as follows: 

𝜉 = 𝛾 ⋅ 𝐹" + 𝐹 

From the above mathematical expression, the CA 

module, each element in 𝜉 is denoted as the final feature 

computed for each channel separately, i.e., the weighted 

sum of the original multimodal features and the features 

of all channels constitutes the final feature for each 

channel [12]. 

 Step 5: The computed feature map of the surveillance 

image, the 𝜉 after two convolutional layers, the final 

fused multimodal ST feature map 𝜀 is generated. 

Inspired by the idea of Dual Attention Network (DANet) 

based on the dependency of capture space and Channel 

global Features, an improved Dual Attention Mechanism 

(CFDAM) module is proposed. At the same time, two 

attention mechanism modules, CFAM and CFDAM, are 

(11) 

(10) 
(12) 

(13) 

(14) 

(15) 

(16) 
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used to fuse the spatiotemporal features of multimodal 

surveillance images. Finally, the spatiotemporal features 

of the two fused multimodal surveillance images are 

superimposed, and finally input into the boundary 

regression box, output the results of learning behavior 

recognition. 

Based on the original spatiotemporal feature fusion 

module CFAM, CFDAM is extended to two attention 

mechanisms to fuse the spatiotemporal features of 

multimodal surveillance images CFAM and CFDAM 

are used to fuse the spatiotemporal features of 

multimodal surveillance images in parallel, and then the 

extracted spatiotemporal features of multimodal 

surveillance images are superimposed. The role of 

CFAM is to reasonably combine the RGB spatial 

features X extracted in section 2.1, RGB temporal 

characteristics X’ extracted in section 2.2, with the 

skeletal features A’ extracted in section 2.3, CFDAM is 

used to fuse RGB spatial features X extracted in section 

2.1, RGB temporal characteristics X’ extracted in section 

2.2, with the skeletal features A’ extracted in subsection 

2.3. On the other hand, using TA attention mechanism to 

emphasize the interaction between multidimensional 

channel features will not reduce the importance of 

dimensions. The reason why the dual attention 

mechanism is used to fuse the spatiotemporal features of 

multimodal surveillance images is that it can better 

enable the channels in the spatiotemporal features of 

multimodal surveillance images to achieve global 

dependency, establish rich dependencies between the 

learning behavior characteristics of the front and rear 

image frames on local features, and more fully fuse the 

spatiotemporal features of multimodal surveillance 

images. 

2.5. Learned Behavior Recognition based on 

Boundary Regression 

Based on the boundary regression idea, the fusion results 

of ST features of multimodal surveillance images 

obtained in subsection 2.4 are processed to obtain the 

results of learning behavior recognition. In the learning 

behavior recognition model based on ST features of 

multimodal surveillance images, the last layer uses a 1*1 

convolution kernel to generate the required number of 

target channels [(5*(Num+5)*H*W]. The number of 

channels in the final output, the[(5*(Num+5)*H*W], 

where the first 5 means that for each grid cell in H*W, 

K-means clustering algorithm is used to select 5 prior 

anchors on the monitoring image data set; among which, 

Num in Num+5 indicates that there are number of Num 

score of learning behavior classification, 5 represents 4 

coordinates and 1 confidence score. Then, based on the 

regression of these anchors on the refined bounding 

boxes, non-maximum suppression control is used to 

remove the redundant prediction bounding boxes and 

retain the prediction bounding boxes with higher overlap 

with the true boxes. During training, the intersection 

ratio IOU between the remaining predicted bounding 

boxes and the true box is calculated, which is calculated 

as in Equation (17), the accuracy of compliance with the 

regression frame, and the recall of the regression frame, 

both of which are given in the following Equations (18) 

and (19). 

𝐼𝑂𝑈 =
𝜅(𝜆𝑝 ∩ 𝜆𝑔)

𝜅(𝜆𝑝 ∪ 𝜆𝑔)
 

In the formula, κ(∙) denotes the area of the rectangle. λg 

denotes the true bounding box, λp denotes the prediction 

bounding box. 

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

In the formula, TP denotes true instances, which refers to 

the number of positive instances predicted by the model 

to be positive instances. FP denotes false-positive cases, 

which refers to the number of negative cases that the 

model predicts as positive. 

𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

In the formula, FN denotes false-negative cases, which 

refers to the number of positive cases that the model 

predicts as negative. 

Ultimately, based on IOU, accuracy and recall, 

determine the final learning behavior recognition 

bounding box to complete the learning behavior 

recognition. 

3. Experimental Analysis 

3.1. Experimental Data Preparation 

In this study, the lecture monitoring video of real 

classroom teaching in a key university is used as the 

original data to analyze the characteristics of students’ 

learning behaviors, and eight representative common 

college students’ learning behaviors are divided, which 

are listening to lectures in class, looking right and left, 

playing with cell phones, flipping through books, 

sleeping, standing, and writing, and the descriptions of 

each kind of learning behaviors are shown in Table 1, 

and the corresponding students’ learning behaviors are 

constructed to monitor the video. 

In order to effectively identify students’ learning 

behaviors in the classroom environment, it is first 

necessary to collect video data from multiple real 

classrooms. In this study, the teaching process in real 

classrooms of a major university is taken as the research 

object, and the videos of the whole teaching process 

recorded in six courses (two compulsory courses and 

four elective courses) are selected as the research data. A 

total of about 6000 minutes of classroom videos were 

collected, totaling 60 classroom data, each classroom is 

two sessions totaling 90 to 110 minutes. The real 

classroom scenario is a smart classroom with seven 

cameras distributed in the front and back of the 

(17) 

(18) 

(19) 



838                                The International Arab Journal of Information Technology, Vol. 22, No. 4, July 2025 

 

classroom (four in the front of the classroom and three in 

the back of the classroom). Since the experiments need 

to identify students’ learning behaviors, the experimental 

data are all positive information of the students in the 

classroom, so as to construct a video dataset of eight 

kinds of students’ learning behaviors. 

Table 1. Description of learning behavior. 

ID Learning behavior Status declaration 

1 Write Lower head+Pen in hand 

2 Look left and right Look left and right 

3 On one’s feet On one’s feet 

4 Page turning Lower head+Hand touching book 

5 Play on phone Head down+Hand touch the phone 

6 Raise one’s hand Raise one’s hand 

7 Sleep Lie on your stomach+Face down 

8 Attend a lecture Sitting+Looking ahead 

For the collected real classroom video dataset, it is 

necessary to establish basic specifications and standards 

for data entry, and construct large-scale standard human 

behavior dataset in real classroom environment under the 

standards and specifications, so as to provide data 

support for the subsequent learning behavior recognition. 

The collected surveillance videos are screened, cut, 

segmented and labeled in two steps, as follows. 

1. Filtering and cropping segmentation processing. As 

the collected classroom surveillance video time is 90 

to 110 minutes, the resolution is 1920*1080, part of 

the surveillance video image shown in Figure 2. Due 

to its longer time, larger picture, it is necessary to 

filter the whole process of the collected long video, 

first select the video contains seven typical behaviors 

of the time period, reference to the production of the 

public data set, it will be cropped and segmented into 

a 12-second single 320*240 short video, and then 12-

second video and then segmented into individual 

video data samples in accordance with the 6-second 

interval. 

 

Figure 2. Part of the monitoring image. 

2. Data annotation. According to the screened video data 

samples, the jpg format frame images are generated 

by segmentation at 30 frames per second, and a total 

of 75400 images are obtained. Then the obtained 

images are labeled with learning behavior according 

to eight categories. The labeling box is a rectangular 

box. At the same time, the learning behavior is 

partially blocked. The exported data label file is saved 

as a JSCM file. The data label file consists of image 

file information, label frame coordinate information, 

and the corresponding label. The labeled 

experimental data are randomly divided into training 

set, verification set and test set, with a ratio of 

approximately 3:1:1. 

The self-constructed student classroom behavior 

monitoring video dataset is labeled with a total of eight 

categories of learning behaviors in 1% different 

scenarios. The monitoring image in each scene is usually 

12s or 18s, and is sampled at 30 frames per second. There 

are 75443 frame images in total, and the size of each 

frame image is 60×40. 

3.2. Experimental Indicators 

In order to verify the recognition effect of the method in 

this paper, the method in the literature [3] and the method 

in the literature [21] are used as the comparison method, 

and the comparison test is carried out for the following 

indexes, which are described as follows. 

Since the result of feature fusion will directly affect 

the subsequent recognition effect, the edge information 

retention is used to measure the multimodal surveillance 

image feature fusion effect of each method, and the value 

of the edge information retention is between 0 and 1. The 

closer the value is to 1, the better the edge retention of 

the surveillance image is, and the fusion of the feature 

image is richer in detail information. 

In order to further verify the recognition accuracy of 

each method, a confusion matrix was used for the 

analysis. The confusion matrix is a table in which the 

rows represent the actual learning behavior categories 

and the columns represent the recognized learning 

behavior categories. Through this table, we can see the 

recognition accuracy of each method for each learning 

behavior category, the diagonal values of the confusion 

matrix represent the number of learning behavior 

categories correctly recognized by the model, that is to 

say, these values represent the number of samples 

actually belonging to a certain category correctly 

recognized by the method, and the rest of the values in 

the rectangular box represent the number of samples 

actually belonging to a certain category incorrectly 

recognized by the method. The remaining values in the 

rectangular boxes represent the number of samples that 

the method incorrectly identifies as belonging to a 

category. 

3.3. Analysis of Results 

3.3.1. Validity Analysis 

Utilize the monitoring image in Figure 2 of this article to 

extract multimodal spatiotemporal features and perform 

feature fusion. Taking the RGB spatial features of the 

frame image, as well as the RGB temporal and skeletal 
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features of a student, as an example, the multimodal 

spatiotemporal feature extraction results and the fusion 

results of a student are shown in Figures 3 and 4, 

respectively. 

 

 

a) RGB spatial characteristics of surveillance image. 

 

b) Temporal characteristics of monitoring images. 

 

c) Bone features of surveillance images. 

Figure 3. Multi-modal ST feature extraction results. 

 

Figure 4. Fusion results of various modal features. 

Figures 3-a) and (b) demonstrate the effectiveness of 

our method in extracting RGB features from surveillance 

images. From the figure, it can be seen that through the 

method proposed in this article, rich and effective RGB 

spatial features and accurate RGB temporal features can 

be extracted from monitoring images. These features can 

comprehensively describe the posture of learners, as well 

as the pixel movement of learners’ behavior over time. 

Based on this, important information about learners’ 

behavior states can be obtained. These features are of 

great significance for subsequent learning behavior 

recognition and can provide more accurate and 

comprehensive data support. Figure 3-c) demonstrates 

the effectiveness of our method in extracting skeletal 

features from surveillance images. From the figure, it 

can be seen that through the method proposed in this 

article, accurate skeletal features can be extracted from 

monitoring images, and the extracted results are 

basically consistent with the actual results, with small 

differences. These features can accurately describe the 

learner’s actions and postures, and they are also of great 

significance for subsequent learning behavior 

recognition, providing more accurate and reliable data 

support. And the fusedfeatures can effectively obtain the 

learning state to assist in subsequent recognition. 

Through comprehensive analysis, it can be concluded 

that the method proposed in this paper has the 

effectiveness of extracting and fusing spatiotemporal 

features of multimodal monitoring images. In practical 

applications, this multimodal spatiotemporal feature 

extraction and fusion method helps to improve the 

accuracy and robustness of learning behavior 

recognition, providing strong support for personalized 

education and teaching evaluation. 

Using the method of this paper on the surveillance 

image in Figure 2, learning behavior recognition, part of 

the learning behavior recognition results are shown in 

Figure 5. 

 

  

a) Watch your phone. b) Listen. 

  

c) Raise your hand. d) Look left and right. 

Figure 5. Learning behavior recognition results. 
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Figures 5-a), (b), (c), and (d) show the application 

effect of this method in identifying students’ learning 

behaviors in the classroom. It is obvious from these 

images that this method can accurately identify various 

behaviors of students in class, including looking at 

mobile phones, listening, raising hands, looking left and 

right, etc. These results of behavior recognition are very 

valuable for analyzing students’ learning concentration 

in the classroom. By observing students’ behavior at 

different times, teachers can judge students’ 

participation and concentration in the classroom. For 

example, if students show active participation and 

concentration when listening to lectures, this may 

indicate that they are interested in and involved in the 

course content. On the contrary, if students frequently 

check their mobile phones or look around, it may mean 

that they are not interested in the course content or 

difficult to concentrate. By counting the learning 

concentration of students in the whole classroom at a 

specific moment, teachers can obtain the overall learning 

state of students at that moment. This will help teachers 

to understand students’ learning situation in a timely 

manner, find out possible problems, and take 

corresponding measures to improve the classroom 

teaching effect. For example, if most students show low 

concentration, teachers can consider adjusting teaching 

methods, teaching contents or activity arrangements to 

attract students’ interest and improve their participation. 

This analysis method based on the identification of 

students’ learning behavior can not only help teachers 

better understand students’ learning needs and problems, 

but also provide important reference for further 

improving classroom teaching strategies. By constantly 

optimizing teaching strategies and improving students’ 

learning concentration and participation in the classroom, 

we can effectively improve the efficiency of teaching 

and learning and achieve better teaching results. To sum 

up, the method in this paper shows a significant effect in 

identifying students’ learning behaviors in the classroom. 

By accurately identifying students’ behaviors and 

analyzing their learning focus, this method can provide 

valuable feedback information for teachers, help them 

better understand students’ learning status, adjust 

teaching strategies in time, and improve classroom 

teaching effects. This method is expected to become an 

important auxiliary tool in the field of intelligent 

education in the future, helping teachers and students 

achieve better teaching results and learning experience. 

3.3.2. Comparative Analysis 

Within the self-constructed video dataset of students’ 

classroom behavior monitoring, three frames of 

monitoring images are randomly selected to measure the 

amount of edge information retained in the monitoring 

image feature fusion of this paper’s method, the method 

of the literature [3], and the method of the literature [21], 

and the results of the analysis are shown in Figure 6. 

 

a) The proposed method preserves edge information after feature fusion. 

 

b) Reference [3] method: edge information retention after feature fusion. 

 

c) Reference [21] method: edge information retention after feature fusion. 

Figure 6. The fusion effect of monitoring image features. 

From Figure 6, it can be seen that for three frames of 

surveillance images, after the fusion of the ST features 

of surveillance images by the method of this paper, the 

retention of the edge information of the feature maps 

grows with the improvement of the illumination level. 

This trend shows that the method can effectively process 

the surveillance images under different lighting 

conditions and obtain richer and more accurate edge 

information. The edge information retention after feature 

fusion of the other two methods does not follow the 

above trend, and the edge information retention of both 

methods is maintained at about 0.96 at most. The lowest 

edge information retention of surveillance images 1, 2 

and 3 of this method is close to 1, which indicates that 

the fused ST feature maps of the multimodal surveillance 

images in this method have better edge retention. This 

means that the method can effectively retain the edge 

details in the original surveillance images, which is 

crucial for the subsequent image processing and 

recognition tasks. In summary, the ST feature maps of 

multimodal surveillance images fused by the method in 
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this paper show good edge retention and rich detail 

information. This indicates that the method has good 

fusion effect and can improve the comprehensiveness of 

surveillance image features. 

Within the self-constructed video dataset of students’ 

classroom behavior monitoring, 800 frames of 

monitoring images are randomly selected, in which the 

number of monitoring images corresponding to each 

learning behavior is 100 frames, and this 800 frames of 

monitoring images are used for learning behavior 

recognition using the method of this paper, and the 

confusion matrix is used to analyze the learning behavior 

recognition accuracy of this paper’s method, the method 

of the literature [3] and the method of the literature [21], 

and the results of the analysis are shown in Figure 7. 

 

a) Proposed method. 

 

b) Reference [3] method. 

 

c) Reference [21] method. 

Figure 7. Confusion matrix for learning behavior recognition. 

Figure 7 shows the results of using this paper’s 

method, the literature [3] method and the literature [21] 

method to identify the students’ learning behaviors in 

this classroom. As can be seen from the figure, literature 

[3] method and literature [21] method have some 

deviation, and both of them have the highest recognition 

accuracy of 84%; while most of the recognition results 

of learning behaviors in this paper’s method are 

consistent with the actual learning behaviors, which are 

more than 96%, indicating that this paper’s method has 

a high recognition accuracy. However, there are some 

recognition errors, among which the recognition error of 

cell phone playing behavior is the largest. Specifically, 

four samples of cell phone playing behaviors were 

incorrectly identified as other behaviors, including 

writing, looking left and right, and sleeping. These errors 

may be due to the fact that some minor movements or 

expressions of the students while playing cell phones are 

similar to these behaviors, which led to the 

misclassification of the method in this paper. Although 

there are some recognition errors, in general, the method 

in this paper has a high accuracy in recognizing learning 

behaviors. This is due to the effectiveness of the method 

in the design of ST feature extraction and fusion of 

multimodal surveillance images, which fully considers 

the comprehensiveness of the characteristics of students’ 

learning behaviors. 

4. Conclusions 

Traditionally, analyzing classroom teaching information 

relies on direct observation and manual recording of 

students’ performance, which is not only time-

consuming and laborious, but also inefficient. In order to 

do so, a multimodal ST feature representation method for 

behavior recognition is developed to enhance the 

comprehensiveness of surveillance image features by 

fusing the ST features and skeletal features of 

multimodal surveillance images, and then improve the 

accuracy of learning behavior recognition. 

Experimentally, it is proved that the fusion of 

multimodal ST features has high edge information 

retention, and can effectively identify learning behaviors 

with high recognition accuracy. With the development 

of technology and in-depth research, the learning 

behavior recognition method based on multimodal ST 

features of surveillance images is expected to achieve 

greater breakthroughs and applications in the future. For 

example, by designing a finer model structure and 

optimization algorithm, the learning behavior can be 

identified more accurately, and the accuracy and 

robustness of the classifier can be improved. The 

integration of other modal data, such as sound and 

physiological signals, is also considered to provide more 

comprehensive learning behavior features, which can 

help identify and analyze learning behaviors more 

accurately and provide an effective learning behavior 

analysis tool for the education field. 
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