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Abstract: For automated diagnosis of excavator activities, a Topology and Statistical Information based Classifier (TSIC) is put 

forward, and it employs topology and statistical information of excavator activity samples. Specifically, a small sensor network 

is built on the excavator for its activity data acquisition. Distance metric learning is improved to explore sample features, making 

the same-class samples closer and different-class ones further. An improved mountain function is employed to construct covers 

for topology feature extraction, and then a weighted linear classifier is designed to diagnose (or classify) excavator activities. 

Generalization performance of TSIC is discussed. Experiments on excavator construction datasets and public datasets 

demonstrate competitive performance of TSIC. 
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1. Introduction 

An excavator is an important mechanical equipment 

used in mining and civil engineering fields. Poor 

activities of the excavator increase the fuel and 

maintenance costs, and reduce work efficiency. And the 

worse, they can damage the excavator or bring 

significant safety hazards to relevant personnel. So 

many researchers have focused on construction site 

safety monitoring by using existing classification 

methods, e.g., Support Vector Machine (SVM), 

Decision Tree (DT), K-Nearest Neighbor (KNN), and 

Artificial Neural Network (ANN), etc., [2, 14, 22, 29, 

31, 34]. Although excavators are important machinery 

in civil construction and have caused many accidents or 

human casualties [23, 32], existing literatures hardly 

focused on excavator activity diagnosis. Additionally, 

operation of measuring and analyzing the excavator is 

time-consuming and prone to errors, because 

supervisors must manually observe and record the 

operation process of excavators. Therefore, a new 

automatic method is urgently needed to accurately 

diagnose excavator activities. Moreover, existing 

diagnostic methods were not transparent to human 

beings. It is difficult to provide guidance on classifier 

structures or activity diagnosis. Thus, in this paper, we 

try to design a geometric-interpretable classifier, and  

 
reveal how and why its structure works from a 

geometric perspective. 

Digging 

preparation

Swinging 

for digging

Swinging 

after digging

Digging

Loading into 

dump truck

 

Figure 1. Excavator working process. 

An excavator often works in collaboration with other 

machinery or workers, and its activities consists of five 

parts, i.e., digging preparation, digging, swinging for 

(after) digging, and loading into dump truck (see Figure 

1). In the part of digging preparation, it is required that 

the ground is flat [23]. If not, it will put the excavator 

and driver in overturning danger. And the excavator has 

so many construction activities, and works in so 

complex working environment (mixed construction of 

humans and machinery). High speed motions of each 

part, e.g., sharp swing, intense actions of arms, boom 
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and buckets, are important danger sources. So it is 

necessary to distinguish whether the excavator activity 

is normal or abnormal.  

Existing methods of activity detection were 

composed of two classes, i.e., a vision-based method 

and a non-vision-based method. Considering the non-

vision-based method, many sensors, e.g., the Inertial 

Measurement Unit (IMU), the Global Positioning 

System (GPS), the Radio Frequency Identification 

(RFID), etc., were used to capture excavator motion and 

position information, and were used to describe 

activities of the excavator [28, 30]. In the paper [28], 

IMU sensors were used to obtain engine vibration 

signals, and the frequency, extracted from the signals, 

was adopted to determine the working cycle of the 

excavator. Similarly, in the papers [29, 31], IMUs were 

used to obtain excavator motion information, many 

supervised classification methods, e.g., SVM, KNN, 

ANN), and DT, were adopted to classify excavator 

activities. Joystick signals of an excavator were 

captured, and the dynamic time warping algorithm was 

used to determine excavator activities [4]. 3D 

orientation sensors were attached on a loader boom, and 

its angle change was used to recognize activity of the 

boom [1]. An Ultra Wide Band (UWB) sensor was 

employed to estimate activities of an exactor and a truck 

by diving construction site into four regions [36]. Some 

researchers adopted audio signals to recognize machine 

activity [6, 8]. In the paper [6], microphones were 

installed on an excavator, and the features of audio 

signals were used to describe its activity, and recognized 

by using SVM. However, the audio method was not 

effective in some sites because it had poor anti-noise 

performance.  

Considering the vision-based method, the activity of 

an excavator was captured by using vision sensors [13], 

and the histogram of optical flow and the Histogram of 

Oriented Gradients (HOG) were used to obtain features 

from videos, and the excavator activity was recognized 

by using a Bayesian network. Similarly, the 3D HOG 

was used to extract features, and based on which the 

activity of an excavator was recognized by using SVM 

[12]. Many researchers employed the deep CNN, Long 

Short-Term Memory (LSTM), YOWO [5, 10, 11, 19, 

20] to recognize excavator activities. However, it is 

sensitive to dusty and weather conditions, and it is 

highly susceptible to the influence of excavator 

movement speed. Moreover, it needs too much 

computing power.  

It is obvious that SVM, ANN, DT, etc. were widely 

used for construction equipment activity recognition [2, 

14, 22, 29, 31, 34]. Considering a simple and famous 

ANN, the Extreme Learning Machine (ELM), its 

number of hidden layer nodes was either prefixed or 

determined based on training errors [16, 25]. Regarding 

the coefficient matrix between input and hidden layers, 

some methods of designing an input weight were 

introduced [26, 27], and the weight was used to extract 

discriminative information or remove noise of input. In 

the paper [38], a metric learning method was embed into 

ELM to design input weights, and it was carried out by 

using iterative two-step training. But the training 

method converged to a local optimum and had high 

computational complexity. Another simple classifier, 

SVM, was also suitable for construction site safety 

monitoring [1, 4, 6, 8, 12, 13, 36]. Except for standard 

SVMs, a weighted Least Squares SVM (LSSVM) was 

selected as a classifier of excavator activities [15, 35], 

its weights of slack variables were given based on an 

error variable and its distribution estimation or 

information gain. Considering large-sample 

computation infeasibility, a new SVM was proposed by 

using the truncated Huber loss function [39], but further 

research was needed on use of nonlinear kernel 

functions. In order to detect network anomaly, changes 

of the network-data characteristics were described by 

using a concept drift method, then SVM was given 

combined with K-Means clustering [17]. Recently, 

TSVM had also attracted a lot of attentions [9, 33]. To 

sum up, considering ELM, SVM or other ANN, it is 

difficult to determine the number of the ANN hidden 

nodes or the kernel function of SVM, and answer the 

question “why the function is selected”. It is one of the 

motivations behind this article. 

In order to accurately diagnose (or classify) 

excavator activities, Topology and Statistical 

Information based Classifier (TSIC) is put forward 

based on distance metric learning and the cover 

algorithm. The main idea of TSIC is as follows. In order 

to collect data of excavator activities, a small sensor 

network is built on an excavator. Then, a method of 

distance metric learning is improved through adding 

regularization terms to explore discriminative features 

from excavator activity samples. Compared with Large 

Margin Nearest Neighbor classification (LMNN) [43], 

it not only focuses on the similarity and distinction of 

the samples, but also emphasizes its generalization 

performance. Considering the covering algorithm [41], 

cover centers are optimized by using an improved 

mountain function, and they are beneficial for better 

cognition of the feature distribution [42]. A cover is 

considered a class anchor located in the feature space. 

For each feather within or near the cover, it can be 

intuitively inferred that the feather has the same class 

attribute of the cover. Based on the optimal covers, the 

topology feature of an excavator activity sample is 

extracted. By using a statistical learning method, a 

weighted linear classifier is built, and it is different from 

SVM [15, 35], its sample weights are obtained from 

topology rather than statistical information. At last, 

generalization performance of TSIC is discussed, and it 

is related to the parameters of the TSIC. Experiments on 

excavator construction datasets and public datasets 

demonstrate competitive performance of TSIC.  

The major contributions of the work are as follows. 
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1) Activity data of the excavator is captured by using a 

small sensor network built on the excavator, and a 

method of extracting topology features of the data is 

proposed based on a mountain function and a 

covering algorithm. 

2) A weighted linear classifier is put forward based on 

the topology features, and it fully utilizes statistical 

and topological information of the activity data. 

Moreover, generalization performance of TSIC is 

discussed. And it is revealed that the relationship 

between generalization performance and the 

parameters of TSIC. 

The rest of the paper is organized as follows. In section 

2, a research framework is introduced. Section 3 

introduces TSIC, and its generalization performance is 

discussed. Section 4 verifies the performance of TSIC 

by using comparative experiments on public datasets 

and an excavator construction dataset. Section 5 

presents conclusions. 

2. Research Framework 

In order to collect data of excavator activities, a small 

sensor network is built on an excavator. And it consists 

of Beidou/GPS positioning sensors, IMUs, laser range 

sensors and an industrial computer (see Figure 2). The 

485 bus is used for communication between the sensors 

and the computer. From Figure 2, positions and yaw 

angles of the excavator are captured by using 

Beidou/GPS positioning sensors, and its body attitude is 

obtained from IMUs. Actuator information of boom, 

arm and bucket is captured by using laser range sensors 

rather than IMUs. The main reason is that the length of 

the actuator is original information of the boom, arm, 

and bucket actions. 

Beidou positioning antenna

Laser range sensor

IMU

Laser reflector

Laser reflector

Computer 

and monitor

Boom

Arm

Bucket

Bucket actuator

Arm actuator

Boom actuator

Swing body
 

Figure 2. The sensor network on the excavator. 

Data captured is used to build a 10-D activity vector 

x . It is composed of body attitude angles, swing speed, 

lengths of boom, arm and bucket actuators and their 

change speeds. The vector is shown in Table 1. Based 

on the set of the vectors, excavator activities are 

recognized, and results are shown in a monitor in the 

excavator cab. If there is any anomalous activity, an 

alarm will be triggered. 

Table 1. Elements of activity vectors. 

1x - 3x  4x  5x - 7x  8x - 10x  

Body attitude 

angles 
Swing speed 

The actuator 

lengths 

Length change speeds of 

the actuators 

In the vector, 1 3~x x  are used to describe the attitude of 

the body, 
4x is the swing speed of the body, 5x - 10x  present 

the actuator lengths of the boom, arm and bucket, and the 

change speeds of the lengths. 

Based on captured activities data, construction procedures 

of TSIC are introduced, and shown in Figure 3. 
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Figure 3. The block diagram of TSIC. 

As shown in Figure 3, steps of building TSIC are 

introduced as follows. The distance metric learning is 

improved for feature extraction [43]. Then an improved 

mountain function is given and used to describe sample 

distribution. For the sample near its class border, its 

mountain value is lower, and it is not a constant value, 

will be updated with the cover construction. Based on 

sample distribution analysis, the center of a cover is 

initialized and optimized, and then it is used to extract 

topology features of excavator activities. At last, a 

weighted linear classifier is designed to classify 

excavator activities, and the weight is obtained based on 

the distance between a sample and its corresponding 

cover boundary.  

3. Topology and Statistical Information 

Based Classifier 

3.1. Distance Metric Learning 

Considering many classifiers, e.g., K-means, nearest-

neighbor classifiers and SVM, their performance 

depends critically on a sample distance metric over 

input space. And the distance metric assigns a smaller 

distance between the same-class samples, and enlarges 

the distance between different-class samples. Thus, we 

need to learn a linear or nonlinear distance metric [43]. 

In this paper, an improved linear distance metric is 

adopted, i.e., Equation (1). 

x Lx  

where x  is an input sample, L  is a real matrix and row 

full rank. From LMNN [43], an improved distance 

metric learning method is proposed, and the matrix L  is 

obtained by solving the problem in Equation (2). 

(1) 
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where M=LTL, tr(M) is the trace of M, jx is called as a 

target neighbor of ix , lx is an impostor with label yl≠yi, 

ijl  is a slack variable, 𝜌�∈�[0,1], 𝜆�M>0. It is obvious that 

tr(M) is a penalty term. And if the distance metric 

method is considered a classifier, it not only focuses on 

the similarity and distinction of the samples, but also 

emphasizes its generalization performance. 

Then, by using Equation (3), the obtained feature ix  

is mapped onto a hypersphere denoted by SR, whose 

radius is RS,  

22( ) ,
T

T

i i i s ix x x R x    
  

 

where  maxs i
i

R x . 

3.2. Topology Feature Extraction 

Based on the samples obtained from Equation (3), this 

section introduces topology feature extraction, it 

consists of cover construction and cover-based topology 

feature extraction. 

3.2.1. Cover Construction 

A key step of topology feature extraction is to construct 

covers for a class. The definition of a cover is introduced 

firstly, and it is as follows. 

 Definition 1 [41]: Suppose j is jth class of all samples. 

For any sample xi∈Ωi and any real number ri≥0, there 

exists a suprasphere denoted by (xi, ri) where xi and ri 

are the center and the radius, respectively. If every 

element in (xi, ri) belongs to Ωi only, 𝛿�(xi, ri) is called 

a cover of Ωi. 

The sketch map of a cover is shown in Figure 4. As 

shown in Figure 4, suppose that black dots belong to the 

ith class Ωi, its jth cover is denoted by (cij, rij), and 

abbreviated as 𝛿ij. ijr  is the minimum distance from the 

cover center to different-class samples, ijr  is the 

maximum distance from the cover center to the same-

class samples. 0.5( )ij ij ijr r r  is a cover radius. A set of 

samples covered by (cij, rij) is denoted by CΩij. Let 

ij ij ijm r r  , and it is named as a margin width of the 𝛿ij. 

The procedure of a cover construction refers to paper 

[41], and its key is to determine cover centers. Samples 

with the same class label (black dots in Figure 4) are 

covered by several covers (the blue circles in Figure 4). 

In other words, distribution of samples with the same 

class label is described and cognized by using the union 

of its covers. The class boundary can be presented by 

using the union border of the covers, which is more in 

line with human cognitive processes.  

ijr

ijc
ijr

ijr  

Figure 4. The sketch map of a cover. 

In order to initialize cover centers, sample 

distribution is described by using an improved mountain 

function. The mountain value Di of the sample xi is 

obtained by using Equation (4),  

2 22 2
i j ki r k

x xx x

i r j
D e e

   
    

where xi, xr∈Ωk, xj∉Ωk, 𝜐�k is a neighbor radius for kth 

class in Equation (5),  

  
,

0.25max mink i j
ji

x x    

In the mountain Equation (4), the neighbor radius is 

individually set for each class compared with the 

mountain function proposed by Kim et al. [18]. It is 

obvious that for a sample, if there is no different-class 

sample around the sample, the mountain value is higher, 

otherwise, the value is lower. In other words, for the 

sample near its class border, its mountain value is lower. 

Thus, the mountain function can describe distribution of 

samples, and it reveals the relationship between the 

sample and samples around it.  

If samples in Ωk are deleted, the mountain value of an 

uncovered sample is updated by using Equation (6),  

2 2
i l kx x

i i l
D D e

 
 

 

where xl∈Ωk is a deleted sample.  

A sample with the maximum mountain value is 

considered a temporary cover center kic of the cover ki

. Here, a cover center is initialized. After initialization 

of the cover center, the next step is to find an optimal 

cover center based on an optimization indicator in 

Equation (7),  

2

2

(1 )
min ( )

2

2

ki

c
ki ki llc

c

c
ki tt

b

J c c x
N

c x
N






 

 





 

where Nc, Nb are the number of covered samples and that 

of the nearest different-class samples, respectively. 

xl∈Ωk is covered by 𝛿�ki, xt∉Ωk, 𝜆�c∈(0,1). A gradient 

descent method is used to solve Equation (7). And the 

(2) 

(3) 
(4) 

(5) 

(6) 

(7) 
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gradient w.r.t. cki is presented by Equation (8), i.e. 

(1 )
( ) ( )

ki

c c
c ki l ki tl t

c b

c x c x
N N

 
       

A learning rule of a cover center kic is given by Equation 

(9),  

( ) ( 1)

0( min( ))
ki ki

n n n

ki ki k c c
k

c c r      

where 𝛼∈(0, 1), 𝛼0∈(0, 0, 1). Then the center ( )n

kic  is 

mapped onto the SR in Equation (10),  

( )

( )

( )

n

n ki

ki sn

ki

c
c R

c
  

Samples covered by constructed covers are deleted. And 

mountain values of the left ones are updated by using 

Equation (6). The procedure of constructing covers is 

formulated in Algorithm (1). 

Algorithm 1: Covers Construction Procedure. 

Input: all train samples on the RS  

Output: cover centers and radii 

Procedures: 

1:Initialization: 0.4c  , 3bN  , kiD , 1n  , 100mN  ,

1k  , 1i  , 0.995   , 0 0.05    

2:while 1 

3:  
(0)

kiC  . 

4:  Select uncovered sample of the maximum mountain value x  

of the thk  class, let (1)

kic x  

5:  Get a temporary radius ( )n

kir . 

6:
  ( 1) ( ) , 1n n

ki kiC C n    , get a set of covered samples 

( )n

kiC . 

7:  
( 1) ( ) , 2n n

ki kic c n   , update the center ( )n

kic  by using 

equations (9-10). 

8:  if ( 1) ( ) &n n

ki ki mC C n N   
 the 

then 

9:     1n n   

10:     Goto 5 

11:  else 

 12:     Save ( 1) ( 1)( , )n n

ki kic r   

13:     Remove the covered samples. 

14:     Update sample mountain value by using equation (6). 

 15:     1i i   

16:  end if 

17:  if all samples of the thk class are covered then 

18:    1k k   
19:  end if 

20:  if all samples are covered then 

21:     while end. 

22:  end if 

23:end while 

24:return {(cki, rki)} 

3.2.2. Topology Feature Extraction 

Suppose that all covers are obtained, denoted by 

{𝛿k=(ck, rk)}. Based on the covers, the topology feature 

is extracted for each ix  and presented in Equation (11).  

 1 2, , , ,
T

kT t t t  

where 
1

( , )
1 k i

k i d
t x

e








, di=1-||xi-ck||/rk, t(𝛿�k,x) is 

denoted by tk or tk(di) for short. The margin between two 

samples belonging to different covers is enlarged by 

using tk(di). For the cover 𝛿�k, it is seen as the coordinate 

axis in the Cartesian coordinate system, and tk is the 

corresponding coordinate of each x. And the vector T is 

named as a topology feature of the corresponding 

sample. 

Considering 𝛾�k, it is required that the smaller margin 

width, the larger 𝛾�k. Thus, we have Equation (12),  

6( )
1 k

k r re 




 



 

where 1  , 0  , in Equation (13),  

max{ }k k kr m m   

mk is the margin width of 𝛿�k, and the set {∆rk} is sorted, 

𝛾�6 is its 60th percentile.  

3.3. Weighted Linear Classifier 

Two sets of samples are denoted by Ω1, Ω2, and their 

class labels are {1, -1}. Based on the topology feature T, 

a binary linear classifier is designed and used to classify

T , i.e., Equation (14),  

( ) TF T w T b   

where 
2sk k kw   , 

1

2

1

1

k

k

k

s
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

 
 

  
. Let s𝛿�=[s𝛿�1, 

s𝛿�2, …, s𝛿�k,…]T.  

For Equation (14), parameters are obtained by solving 

the optimization problem Equation (15),  

2 2

, ,

2

1 1
min ( , , )

2 2

(1 )
2

kkb

w i i w ii i

J b b

C
o

 
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   

 
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

 
 

where 
2max{0,1 ( ) }T

i i i io y w x b     , yi is the label of 

a sample xi, 𝜆w∈(0, 1), i  is a slack variable, 𝜇i>0 is a 

weight factor of i . Let  1 2, , , ,
T

i    , 𝜇=[𝜇1, 𝜇2, 

…, 𝜇i,…]T. 

The optimization problem is solved by using the 

Adam method [21]. Gradients w.r.t. , ,b   are obtained 

through Equation (16).  

(1 ) ( )

(1 )

2 (1 )

w i oii

b w i oii

w w o

C y s H s

b C y s

C C s

 



  



    

    

    
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

  

where  means vector dot product, 
1 0

0 0

i

oi

i

o
s

o


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
, s0=[ 

s01, s02, …, s0i, …]T. 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 
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Suppose that a sample xi∈Ωk is covered by more than 

one covers {𝛿�kj}. The distance between it and the cover 

boundary is obtained by using Equation (17),  

max{1 }bi i kj kj
j

d x c r    

The weight factor 𝜇�i is determined by using Equation 

(18),  

01i bid    

where,�𝜇0∈(0,1]. 

Considering the optimization problem in Equation 

(15), for the given w, the second and third items are 

contradictory. In other words, the second item increases 

while the third one decreases, as 𝜆�w decreases, and the 

second item is bigger than the third one when 𝜆�w is 

smaller. Generally, 𝜆�w ∈(0.6, 0.7). Compared with SVM 

[9, 17, 18, 21, 33, 39, 41, 42, 43], TSIC adopts a unified 

weight rather than a weight for each sample. Each cover 

is at the set boundary, and it can be considered a support 

cover.  

 REMARK 1: Considering real-time feasibility of 

TSIC, computational complexity of TSIC is evaluated. 

TSIC consists of three steps: metric learning, topology 

feature extraction and a weighted classifier. In the step 

of metric learning, its computational complexity is O(m, 

n) where L∈Rm×n. For topology feature extraction, its 

computational complexity O((m+1)N) is obtained from 

Equation (11) where N  is the number of covers. From 

Equation (14), computational complexity of the 

weighted classifier is O(N). Thus, computational 

complexity of TSIC depends on N, n. So TSIC can be 

used for real-time applications. 

3.4. Generalization Performance Analysis 

Considering a linear classifier, the VC dimension is used 

to describe generalization performance. For n-D linear 

classification, we introduce lemma 1 firstly. 

 Lemma 1 [37, 40]: Let n-D vectors x belong to a 

sphere of the radius R, then the set of ∆-margin 

separating hyperplanes has VC dimension dvc 

bounded by the inequality.  

2

2
min([ ], ) 1VC

R
d n 



 

 Theorem 1: Considering TSIC, a vectors x  belongs 

to a sphere of the radius R, the dimension of T is n. 

Then TSIC has VC dimension dvc bounded by the 

inequality.  

22 21
min([ ], ) 1

16

n

VC M rd w R n     

where M  is the maximum eigenvalue of M , 2

1n

r k
kr

  . 

 Proof: 

Suppose that T is on a sphere of the radius Rt, and the 

classifier satisfying 

1Tw T b   

We deduce Equation (19) from lemma 1, i.e.  

22min([ ], ) 1VC td R w n   

Considering two samples xi, xj, we obtain Equations (20) 

and (21) from the mean value theorem.  
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Thus, it is obtained that; 

( ) ( ) 0.25

0.25

k i k j i j

i j

k

t d t d d d

x x
r





  

 
 

From Equation (22), we have 
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Let 2

1n

r k
kr

  , we have 

2 2 2

16
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n
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It is worth noting that 
2T

Mx Mx x where M  is the 

maximum eigenvalue of M. Because 
2 max{ }T

s i i
i

R x Mx , 

we have,  

2 2

s MR R  

Substituting Equations (24) and (25) into Equation (19), 

we have 

22 21
min([ ], ) 1

16

n
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4. Experiment Validation 

In this section, feasibility and effectiveness of TSIC are 

verified. At the beginning of the section, TSIC is applied 

in excavator activity classification. And then TSIC is 

compared with other classifiers based on public data 

sets, and comparison experiments are carried out and 

used to assess the performance of TSIC. At last, impact 

of TSIC parameters on generalization performance is 

discussed. All experiments are carried out on win-10 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

(24) 

(25) 

(26) 

(27) 

(28) 

(29) 
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platform, in MATLAB 2020a. 

4.1. Activity Recognition Experiments and 

Discussion 

Experiments of excavator activity recognition are 

carried out in an airport construction project (See Figure 

5). The soil on the construction site is mostly soft sand, 

which can easily cause excavator tilting or collision 

accidents. The excavator model is SE245LC, and made 

by Shantui of a Chinese construction machine company. 

Positions and yaw angles of the excavator are captured 

by using a real-time kinematic global navigation 

satellite system made by Hi-Target, the model of the 

IMU sensor is HWT9073 made by WitMotion 

Shenzhen Co., Ltd., and the accuracy of the laser range 

sensor is 2mm. The model of the industrial computer is 

SpecialControl MEC-T8762, its information is as 

follows, Intel i3 CPU, Windows 7, 4G memory. 

 

Figure 5. Airport construction experiments. 

3000 driving samples record activity data of three 

excavators, and they are filtered by using the method of 

empirical mode decomposition [24]. And according to 

driving specifications they are divided into two classes, 

i.e. normal activities and abnormal activities. The data 

are used to construct the 10-D vector shown in Table 1, 

and describe excavator activities. Additionally, 

information of excavator drivers is listed in Table 2. 

Table 2. Excavator driver information. 

Driver Length of employment (year) Qualification 

driver 1 25 advanced 

driver 2 13 intermediate 

driver 3 20 intermediate 

In order to demonstrate feasibility of TSIC for 

activity classification, a method of 5-fold cross 

validation is adopted to train and test TSIC. Parameters 

of TSIC are listed in Table 3. 

Table 3. Parameters of TSIC. 

item 𝜆c Nb 𝛼 𝛼0 
value 0.4 3 0.995 0.05 

item C 𝜆w �̅� 𝜇0 

value 2500 0.665 1.5 1 

item 𝜌 𝜆M    

value 0.5 0.001   

Training Accuracy (TRA) and Testing Accuracy 

(TEA) are shown in Figures 6 and 7. As shown in Figure 

6, it is concluded that the TRA of TSIC is not the best, 

but it is comparable to that of other classifiers. As shown 

in Figure 7, it is obtained that the TEA of TSIC is better 

than others. Moreover, it has a smaller range of 

variation. 

 

Figure 6. TRA of activity recognition. 

 

Figure 7. TEA of activity recognition. 

From Figures 6 and 7, TSIC works well for excavator 

activity recognition. It is obvious that TRA and TEA of 

the driver 1 are better than that of the other two drivers, 

and the variances are smaller. That is because that the 

driver has longer working experience than the other two 

ones. 

4.2. Comparison Experiment Results 

In this section, TSIC is compared with other classifiers, 

i.e. SVM, LSSVM, ELM with kernel (KELM), Online 

Sequential ELM (OSELM), and CCNN. The code of 

KELM and OSELM are downloaded from 

http://www.extreme-learning-machines.org/, and the 

LSSVM is downloaded from 

http://www.esat.kuleuven.be/sista/lssvmlab/. A 

Gaussian function is used for a kernel function of SVM, 

LSSVM, KELM and OSELM. 10 public data sets, 

downloaded from the UCI machine learning repository 

[3, 7], are used to train and test the classifiers, and they 
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are listed in Table 4, in which set names, donors, Sample 

Numbers (SN), and Attribute Numbers (AN) are shown. 

Table 4. Information of public data sets. 

Set names Donor SN. AN. 

Glass Vina spiehler 214 10 

Ionosphere Vince sigillito 351 35 

Iris R. A. fisher 100 4 

Liver disorders Richard S. forsyth 345 7 

Mammographic mass Matthias elter 961 6 

Monk’s problems Sebastian thrun 432 8 

Pima indians diabetes Vincent sigillito 768 8 

Sonar Terry sejnowski 208 61 

German Hofmann 1000 20 

Wdbc Wolberg willian H. nick street W. 569 30 

In order to compare the classifiers, a 5-fold cross-

validation method is adopted to train and test the 

classifiers. Parameters of TSIC are listed in Table 3, and 

the kernel parameter  is optimized by using the 

function fitcsvm. Parameters of CCNN refer to [41]. 

Experiment results, i.e., TRA, TEA, and numbers of 

hidden-layer nodes, support vector and dimension of T 

(the three parameters are denoted by NSD), are shown 

in Figures 8, 9, and 10. 

From Figure 8, it is obtained that although the TRA 

of TSIC is not the best, but it is comparable to that of 

SVM. From Figure 9, for most of the data sets, TSIC has 

the best TEA and means of TEA. Compared with 

CCNN, accuracy confidence intervals of TSIC are much 

tighter, for most data sets. As shown in Figure 10, the 

NSD of TSIC is the smallest. So, compared with Figures 

8 and 9, it is easy to deduce that TSIC has better 

generalization performance. From theorem 1, we have 

the same conclusion.  

 

Figure 8. TRA of experiment results. 

 

Figure 9. TEA of experiment results. 

 

Figure 10. NSD of experiment results. 

4.3. Larger Dataset Based Experiments 

To verify the generalization ability of TSIC on large 

datasets, the set, named MAGIC gamma telescope, is 

employed, and its donor is P. Savicky. Additionally, its 

number of instances is 19020, and its number of 

attributes is 11. And in the experiment, TSIC is 

compared with the method of deep forest [44], and its 

parameters of TSIC can refer to Table 3. The window 

size of the deep forest is 6. Experiment results are shown 

in Table 5. 

Table 5. Larger dataset based experiment results. 

TSIC Deep forest 

TRA(%) TEA(%) TRA(%) TEA(%) 

90.52±0.002 83.86±0.007 81.05±1.50 83.50±0.78 

From Table 5, it is concluded that TEA of TSIC is 

comparable to that of the deep forest, and TRA of TSIC 

is better than that of the deep forest. Therefore, TSIC has 

better generalization ability for large datasets. 

4.4. Discussion of TSIC Parameters 

In this section, impact of the TSIC parameters on 

generalization performance is discussed. The 

parameters are 𝜆M, 𝜆c, C and 𝜆w. For a discussed 

parameter, other parameters refer to Table 3.  

4.4.1. Discussion of 𝜆�M  

The weight factor 𝜆M is used to increase generalization 

of distance metric learning. A range of 𝜆M is given, i.e., 

{0, 0.00001, 0.0001, 0.001, 0.01, 0.1, 0.5, 1, 1.5, 2.0, 

2.5, 3}. Five data sets are used for experiments, and 

TRA, TEA, and NSD of TSIC are obtained and shown 

in Figure 11. 

From Figure 11, it is obtained that 𝜆M is beneficial for 

increasing generalization of TSIC, but it can’t be too big 

for some sets, e.g., the set wdbc. Considering the set 

ionosphere, NSD is the biggest when 𝜆M =0.5, and TEA 

is the smallest. For the sets sonar and monks, the bigger 

𝜆M, the better generalization performance. Considering 

the set glass, TEA decreases as 𝜆M increases, and it is 

the minimum when 𝜆M=0.5. Meanwhile, TRA is the 

minimal, and NSD is the maximal when 𝜆M is near 0.5. 
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Thus, 𝜆M cannot adopt a uniform value for different sets. 

 

Figure 11. Impact of 𝜆M on TSIC. 

4.4.2. Discussion of 𝜆�c 

In this section, impact of 𝜆c on TSIC is analyzed. A 

range of 𝜆c, {0, 0.1, 0.2, …, 0.9, 1}, is tried to obtain 

TRA, TEA, and NSD. In order to reduce impact of L, let 

L be a unit matrix. Four data sets are used for 

experiments, and results are shown in Figure 12. 

 

Figure 12. Impact of 𝜆c on TSIC. 

From Figure 12, it is obvious that the bigger 𝜆c, the 

smaller NSD. TRA decreases as 𝜆c increases. For the 

data sets wdbc and ionosphere, the TEA increases as 𝜆c 

increases. But for the other two sets, the TEA decreases 

as 𝜆c increases. In other words, the bigger 𝜆c, the better 

generalization performance. Therefore, generalization 

performance of TSIC is affected by 𝜆c. Considering the 

sets monks and sonar, the TRA and TEA are better when 

𝜆c is smaller. It is because that the bigger 𝜆c, the smaller 

distance from a covered sample to its corresponding 

boundary, and there is no significant changes of their 

NSD. It leads to insufficient discrimination of the 

hidden layer output, and increases risk of covering 

different-class samples. 

4.4.3. Discussion of C and�𝜆�w  

In this section, impact of C and 𝜆w in the cost function 

in Equation (15) is discussed. A wide range of C is tried, 

its different values are {10, 100, 1000, 4000, 9000}. 

Different values of 𝜆w are {0.1, 0.3, 0.6, 0.8, 0.9}. They 
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result 25 pairs of (C, 𝜆w). In order to avoid disturbance 

of L, L is an unit matrix. Six data sets are used for 

discussion, simulation results are shown in Figure 13. 

 

a) Experiment results for the datasets ionosphere, wdbc, and mammographic. 

 

b) Experiment results for the datasets monks, sonar, and liver 

Figure 13. Impact of (C, 𝜆w) on TSIC. 

From Figure 13-a), TRN and TEA are not sensitive 

to the pair of (C, 𝜆w). If the parameter 𝜆w is fixed, the 

bigger C, the higher TRA. But the distinction of the 

TRA or the TEA is smaller. From Figure 13-b), if the 

parameter C  is smaller, the TRA and TEA decrease as 

the parameter 𝜆w increases. If the parameter C is 9000 

and the parameter 𝜆w is 0.1, the TEA is lower. If the 

parameter C is near 1000~4000, the bigger 𝜆w, the better 

generalization performance. So if the parameter C is 

near 1000~4000 and the parameter 𝜆w is near 0.6~0.7, 

TSIC has better TRA and TEA. Thus, the pair of (C, 𝜆w) 

needs to be selected for different data sets. 

5. Conclusions 

In this paper, TSIC is proposed and used for excavator 

activity diagnosis. Sample features are explored from 

input samples by using the improved metric learning, 

and they are mapped onto a hypersphere. Based on 

sample distribution analysis, covers are built and used 

for topology feature extraction. Then a weighted linear 

classifier is designed to recognize the topology feature. 

TSIC makes full use of topology and statistical 

information of samples. Generalization performance is 

analyzed, and impact of TSIC parameters is discussed. 

Experimental results demonstrate feasibility and 

effectiveness of TSIC. 
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