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Abstract: The amount of data on the internet is expanding rapidly. Thus, it is crucial to present essential information concisely. 

This would reduce the reading time and help minimize human effort. Therefore, a transformer-based text summarization 

technique is introduced in this paper. Initially, tokenization is applied to divide the text into words. Next, word embedding uses 

Global Vectors for word representation (GloVe) to represent the words in vectors. The embedded vector is given as input to the 

encoder with transformer architecture. This structure has Multi-Head Attention (MHA) and positional encoding context, which 

helps to identify the important context for summarization and to understand long-range dependencies. Each sentence is then 

scored based on its importance, and the sentences that have the top scores are separated. In the abstractive summarization stage, 

a Pointer-Generator Network (PGN) is introduced to create new words using its vocabulary. Furthermore, the cheetah 

optimizer’s exploration phase is combined with the exploitation phase of the Hippopotamus Optimization Algorithm (HOA) to 

improve the summary quality. The simulation analysis indicates that this proposed technique has higher Recall-Oriented 

Understudy for Gisting Evaluation (ROUGE) values than the existing summarization techniques. 
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1. Introduction 

Due to the vast amount of records available online, it is 

important to retrieve the most important information for 

efficient learning [13, 28, 30]. Text summarization, 

using machine learning and Natural Language 

Processing (NLP), helps to achieve this by creating 

short summaries [18]. Due to progress in deep learning 

models and neural networks, this field has seen big 

advancements in recent years [22, 29]. It is used in 

several areas, such as news articles, legal documents, 

and social media posts, to help people quickly 

understand information, make decisions, and improve 

efficiency with concise summaries of large amounts of 

text [26]. This has made it easier to understand and 

summarize the content more effectively [4, 6, 8, 19, 24, 

25, 31]. 

Extractive and abstractive are the two types of 

summarization. The former chooses and rearranges the 

sentences from the original transcript to create a 

summary using statistical and linguistic characteristics, 

whereas abstractive summarization rephrases and 

combines information to create summaries. This 

includes new sentences that are not there in the initial 

transcript [9, 14, 15, 20]. 

Summarization techniques have improved, but there 

are still challenges. These include handling different 

text formats, making sure summaries make sense and 

are easy to read, and dealing with specific language 

differences in different fields [3]. However, deep 

learning models like transformers are being used now to  

 
improve text summarization because of the availability 

of large text datasets [5]. 

The contributions are as follows: 

1. The use of the transformer encoder processes the 

input text sequence using multiple encoder layers. 

Multi-Head Attention (MHA) is also included to 

focus on the crucial contextual information for 

summarization. 

2. Since transformers lack inherent understanding, 

positional encoding is used to find out the relative 

position of each word in the sentence. 

3. Sentence scoring is done by a transformer to measure 

the relevance of each sentence and its potential 

importance for the summary. 

4. The Hippopotamus Optimization Algorithm (HOA) 

and Cheetah Optimizer are combined to achieve 

faster convergence and generate optimal results. 

Here, the cheetah optimizer is used for exploration, 

and HOA is employed for exploitation. 

The paper is arranged as follows: In section 2, an in-

depth review of existing research is given. In section 3, 

the paper introduces the proposed summarization 

methodology. Section 4 presents the research results. 

Finally, section 5 gives the conclusion and future 

research. 

2. Literature Review 

Merrouni et al. [21] introduced an extractive and 

abstractive summarization method. The EXABSUM 
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uses statistical and semantic scoring to select important 

and unique sentences from the text. By using this 

technique, the extracted sentences preserve the original 

content while maintaining coherence and avoiding 

repetition. On the other hand, EXABSUM generates 

summaries by incorporating a word graph method. This 

comprises compression, fusion, and key phrase re-

ranking. 

A method was developed by Chen et al. [12] to 

improve abstractive summarization. Limitations in 

accurately summarizing information were identified 

with traditional large language models. More reliable 

and high-quality summaries were created by using 

knowledge graph data and multi-source transformers in 

the summarization process. Here, both written text and 

images are analyzed. This helps to improve the flow of 

the final summaries. Bidirectional and Auto-Regressive 

Transformers (BART) acts as the foundational model to 

enhance the process with its advanced abilities in 

sequence-to-sequence learning. 

Moro et al. [23] presented a new architecture that 

uses an Efficient Memory-enhanced transformer 

(EMMA) specifically for summarizing lengthy 

documents. EMMA segments the input document into 

manageable text fragments to tackle this challenge. 

Each fragment is processed separately, with the model 

retaining a memory of previous fragments to understand 

the entire context of the document effectively. The new 

method boosts EMMA’s ability to condense lengthy 

texts effectively within limited Graphics Processing 

Unit (GPU) memory, making it a practical choice for 

settings with limited resources and memory restrictions. 

A new framework for text summarization was 

presented by Chen [11]. The summarization process is 

improved using a graph neural network. A graph with 

entities as nodes and different types of edges to depict 

sentence relationships is created. Encodings for the 

nodes are calculated by the network. This helps to 

understand the connections between sentences and 

entities. The summary process works in two main steps 

driven by entities: it uses a multi-task selector to pick 

out key entities and sentences to condense and enhance 

the summary.  

Tomer and Kumar [27] proposed a new technique for 

condensing multiple texts using the firefly algorithm, 

which is an optimization method inspired by nature. 

This approach mitigates the issues of information 

overload and coherence in multi-text summarization 

through the implementation of a fitness function 

comprising three main components: pertinence to the 

topic, unity, and readability. The firefly algorithm is 

used to choose the sentences from different texts based 

on their relation to the core subject. This makes the 

summary concise and coherent. 

Liu et al. [17] presented the key phrase aware 

transformer for summarizing text. In this method, key 

phrases are encoded to improve the quality of the 

summary. Knowledge of key phrases is integrated into 

the transformer. Furthermore, the highlighting feature in 

the encoder gives more weight to tokens within key 

phrases. Important phrases in the text are identified and 

assigned a score. This creates a matrix to highlight their 

positions and importance by focusing on crucial 

information contained in key phrases. 

Cai et al. [10] presented COVIDSum, a new 

summarization model based on SciBERT developed for 

COVID-19 scientific papers. This method utilizes a 

linguistically sophisticated method by incorporating 

diverse techniques like sentence extraction, SciBERT-

based sequence encoding, word co-occurrence graphs, 

and Graph Attention Networks-based graph encoding. 

This enables COVIDSum to produce comprehensive 

summaries that include crucial information and context 

from COVID-19 scientific papers. COVIDSum gains a 

profound comprehension of the document content. This 

results in more precise and discerning summaries. 

A novel three-phase extractive text summarization 

methodology for the Punjabi language was proposed. It 

used neural networks to address challenges posed by its 

complex morphology, lack of standardization, and 

limited linguistic resources. The system was evaluated 

on a monolingual Punjabi text corpus from the Indian 

Languages Corpora Initiative (ILCI) phase 2, achieving 

a precision of 90.02%, recall of 89.28%, and F-measure 

of 89.65%, outperforming several existing 

summarization systems for other Indian languages. The 

results demonstrated the effectiveness of neural 

networks in learning complex sentence relationships 

and highlighted the potential for extending this 

approach to multilingual or abstractive summarization 

tasks [16]. 

3. Proposed Methodology 

The methodology, as illustrated in Figure 1, discusses a 

multi-step approach for document summarization. Step 

1 performs pre-processing, where tokenization is used 

to segment the text, and pre-trained word embeddings 

and sentence transformers are utilized to capture 

semantic relationships between words and represent 

entire sentences as vectors. In step 2, a proposed 

transformer encoder with MHA and positional encoding 

processes the input text sequence using multiple 

encoder layers. This helps to focus on different aspects 

of each word in relation to others while capturing long-

range dependencies and contextual information crucial 

for summarization. Proposed extractive summarization 

techniques in step 3 involve encoding each sentence by 

the transformer, employing an attention mechanism to 

score their relevance. This is followed by selecting top-

scoring sentences based on specific criteria. Finally, 

abstractive summarization in step 4 utilizes a decoder 

network along with a Pointer-Generator Network 

(PGN). This generates new words through its internal 

vocabulary or copies important words or phrases 

directly from the source document. Additionally, a 
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hybrid optimization model is combined to generate a 

quality summary. 

 

Figure 1. Architecture of the proposed transformer-based 

summarization model. 

3.1. Pre-Processing 

In this step, the lower cases are converted, and 

tokenization is executed to segment the text into words 

or sub-word units. The special characters are then 

removed. The Global Vectors for word representation 

(GloVe) is used to understand semantic relationships 

between words. Then pre-trained sentence transformers 

T5 is used to represent entire sentences as vectors to 

capture their meaning and relationships within the 

document. 

1. Word embeddings: here, the words or phrases are 

represented as vector in a high-dimensional space, 

aiming to capture contextual meanings and semantic 

relationships based on usage in a text corpus. GloVe 

is a technique for creating word embeddings, 

utilizing co-occurrence statistics of words in a 

corpus. 

When we generate word embeddings with GloVe, we 

start by creating a matrix that shows how often different 

words show up together in the text. Utilizing GloVe 

helps NLP models access the semantic knowledge 

stored in the vectors. This results in enhanced 

performance and adaptability in different text-based 

assignments. Next, we use singular value 

decomposition to break down the matrix and create 

compact word vectors. These word embeddings are 

unique because words with similar meanings are placed 

near each other in the embedding space, which helps 

models identify semantic connections. 

2. Sentence transformers: to enhance the sentences, pre-

trained sentence transformers such as T5 is used. This 

model changes full sentences into high-dimensional 

vectors that capture their meaning and relationships 

in the document. This helps to capture detailed 

connections between different parts of the text, 

making it easier to compare and analyze sentence 

meanings for the following language processing 

tasks. 

3.2. Transformer Encoding 

In this step, the transformer encoder is the core of the 

model. It processes the input text sequence using 

multiple encoder layers. Within each layer, MHA is used 

to focus on different aspects of each word in relation to 

others. This captures contextual information and long-

range dependencies, which are crucial for 

summarization. However, since transformers lack an 

inherent understanding of word order, we incorporate a 

positional encoding technique (sinusoidal) to feed 

details about the relative position of each word in the 

sentence. 

3.2.1. Sentence Encoding 

Each sentence Si in the document is encoded by the 

transformer encoder, resulting in a contextualized 

representation 𝑆𝑖
′. 

For an input sequence X=[x1, x2, …, xn] where xi 

signifies the ith token’s embedding, the input to the 

encoder is prepared by incorporating positional 

encodings to these embeddings to incorporate the notion 

of token order: 

𝑋𝑝𝑜𝑠 = 𝑋 + 𝑃𝐸 

where PE represents positional encodings, calculated 

using sinusoidal functions based on token positions. 

3.2.2. MHA 

The core mechanism allowing the model to determine 

the importance of different tokens is self-attention. In a 

single head attention, the query Qr, key Ky, and value 

Vl matrices are derived from the input representations. 

𝑄𝑟 = 𝑋𝑝𝑜𝑠 +𝑊𝑄𝑟 

𝐾𝑦 = 𝑋𝑝𝑜𝑠 +𝑊𝐾𝑦 

𝑉𝑙 = 𝑋𝑝𝑜𝑠 +𝑊𝑉𝑙 

where WQr, WKy, WVl are the weight matrices. 

The attention score is computed using Equation (5). 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄𝑟, 𝐾𝑦, 𝑉𝑙) = 𝑠𝑜𝑓𝑡max + (
𝑄𝑟 𝐾𝑦𝑇

√𝑑𝑙
)𝑉𝑙 

where dl signifies the dimension of the key vectors, 

which scales the dot products. 

In MHA, this process is parallelized across h heads. 

The output of all heads is then added together: 

𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑄𝑟, 𝐾𝑦, 𝑉𝑙) = 𝑐𝑜𝑛𝑐𝑎𝑡(ℎ𝑒𝑎𝑑1, … , ℎ𝑒𝑎𝑑ℎ) 

ℎ𝑒𝑎𝑑ℎ = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄𝑟𝑊𝑖
𝑄𝑟
, 𝐾𝑦𝑊𝑖

𝐾𝑦
, 𝑉𝑙𝑊𝑖

𝑉 ) 

𝐹𝐹𝑁(𝑥) = 𝑏2 +max(0, 𝑥𝑊1 + 𝑏1 )𝑊2 

Finally, each sub-layer in the encoder includes a residual 

connection and normalization layer. If we denote the 

output of the sub-layer as SubLayer, then the output is 

given by Equation (9). 

𝑜𝑢𝑡𝑝𝑢𝑡 = 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(𝑆𝑢𝑏𝐿𝑎𝑦𝑒𝑟(𝑥) + 𝑥) 

Combining these components, the transformer encoder 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 
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layer is represented using Equations (10) and (11). 

𝑋′ = 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(𝑋𝑝𝑜𝑠 +𝑀𝑢𝑙𝑡𝑖ℎ𝑒𝑎𝑑(𝑋𝑝𝑜𝑠 , 𝑋𝑝𝑜𝑠  , 𝑋𝑝𝑜𝑠  )) 

𝑋" = 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(𝑋′ + 𝐹𝐹𝑁(𝑋′)) 

The system uses an attention mechanism to evaluate 

each sentence according to its relevance to the general 

document content and potential significance for the 

summary. By utilizing data from other sentences in the 

encoder outputs, this attention mechanism enhances its 

effectiveness. 

Let H be the set of encoder outputs (hidden states) 

produced by the transformer encoder. The attention 

mechanism computes the attention score ai for each 

sentence Si as follows: 

𝑎𝑖 = 𝑠𝑜𝑓𝑡max(𝑤
𝑇ℎ𝑖) 

where hi is the encoder output (hidden state) 

corresponding to the sentence Si. 

3.2.3. Sentence Score Calculation 

Once the attention scores are computed, they are used to 

calculate a score si for each sentence Si in the document. 

This score represents the importance of the sentence for 

the extractive summary. 

𝑠𝑖 = 𝑎𝑖
𝑇𝐻 

where H denotes the matrix of encoder outputs, and si 

represents the score of the sentence Si. 

3.2.4. Sentence Selection 

Once the sentences are scored, the final step is to select 

the sentences with the highest scores to form the 

extractive summary. This is done by selecting the top k 

sentences with the highest scores. 

𝐸𝑥𝑡𝑟𝑎𝑐𝑡𝑖𝑣𝑒 𝑆𝑢𝑚𝑚𝑎𝑟𝑦 = {𝑆𝑖|𝑠𝑖𝑖𝑠 𝑎𝑚𝑜𝑛𝑔 𝑡𝑜𝑝𝑘 ℎ𝑖𝑔ℎ𝑒𝑠𝑡 𝑠𝑐𝑜𝑟𝑒𝑠} 

3.3. Abstractive Summarization (Pointer-

Generator Network with Hybrid 

Optimization) 

A decoder network based on transformers takes the 

encoded representation of the document from the 

encoder as input. It is an enhancement to the standard 

decoder in abstractive summarization, allowing it to not 

only generate new words but also to directly copy words 

from the original text. 

3.3.1. Generating New Words 

The decoder uses its own vocabulary and attention 

system to come up with new words that rephrase the 

content. SoftMax does this to determine the subsequent 

word in the summary using the vocabulary. Let V as the 

vocabulary size, Pgen as the probability of producing a 

word from the dictionary, and Pvocab as the probability 

distribution over the vocabulary generated by the 

SoftMax layer. 

𝑃𝑔𝑒𝑛 = 𝑠𝑜𝑓𝑡max(𝑊𝑔𝑒𝑛ℎ𝑡 + 𝑏𝑔𝑒𝑛) 

where ht indicates the hidden state of the decoder at the 

time step t, Wgen and bgen signifies the weight and bias. 

The output of the SoftMax Pvocab indicates the 

probabilities of generating each word in the vocabulary. 

3.3.2. Copying Words from Source Text 

The PGN not only creates new words but also includes 

a feature that allows it to directly replicate important 

words or phrases from the original document. This 

guarantees accuracy in information and maintains 

essential terminology. 

Pcopy is the probability of copying a word from the 

source document and at as the attention distribution over 

the source document at the time step t. 

𝑃𝑐𝑜𝑝𝑦 = 1 − 𝑃𝑔𝑒𝑛 

The attention distribution is typically computed based 

on the context vector or the encoder outputs. 

3.3.3. Final Output Probability 

To determine the likelihood of words from the combined 

vocabulary and source document, a blend of generation 

and copy probabilities is used for a weighted 

calculation. 

𝑃𝑓𝑖𝑛𝑎𝑙 = 𝑃𝑔𝑒𝑛 ∙ 𝑃𝑣𝑜𝑐𝑎𝑏 + 𝑃𝑐𝑜𝑝𝑦 ∙ 𝑎𝑡 

The combination of both generation and copying in this 

approach lets the model choose in real-time whether to 

directly replicate words from the given transcript or to 

use words from its vocabulary. This decision is based on 

which option will result in a more precise and 

informative summary. 

3.3.4. Hybrid Optimization Model (HOA-CO) 

During training, the model loss (error) is optimized to 

improve the summarization quality. Here, a hybrid 

optimization model is introduced. CO is used to explore 

the search area, whereas HOA is used to exploit the area. 

This leads to better convergence. 

3.3.4.1. HOA 

During training, improving the quality of 

summarization heavily relies on optimizing model loss. 

This can be compared to the defensive actions of hippos 

when they sense threats. Just like hippos turn towards 

predators using their strong jaws and noises to scare 

them off, the optimization model adapts to reduce 

differences between the created summaries and the 

actual ones. The addition of a hybrid optimization 

model strengthens this defensive comparison. Just as 

predators steer clear of a hippo’s powerful jaws, the 

hybrid model aims to prevent mistakes or ‘injuries’ 

during the summary creation process is indicated in 

Equation (18). 

𝑌𝑖: 𝑦𝑖𝑗 = 𝐿𝐵𝑗 +𝑤 ∙ (𝑈𝐵𝑗 − 𝐿𝐵𝑗), 𝑖 = 1, 2, . . ,𝑀, 𝑗 = 1, 2, . . , 𝑛 

where the position of each candidate solution is 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 
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represented by Yi, a random number between 0 and 1 is 

denoted by w, and LBj and UBj are the lower and upper 

bounds. The population matrix is formed using the 

number of decision variables in the problem n and the 

population size of hippopotamuses within the herd M 

stated the Equation (19). 

𝑌𝑖
𝑀𝑎𝑙𝑒 . 𝑦𝑖𝑗

𝑚𝑎𝑙𝑒 = 𝑦𝑖𝑗 + 𝑥1. (𝐷𝑀ℎ𝑖𝑝𝑝𝑜 − 𝑇𝑣𝑣𝑖𝑗) 

𝑗 = 1,2, … 𝑛, 𝑖 = 1,2,… , [
𝑀

2
] 

In hippo social hierarchy, 𝑌𝑖
𝑀𝑎𝑙𝑒 represents the location 

of the male hippopotamus, while indicating the position 

of the dominant hippopotamus (solution with the best 

fitness in the current iteration). 𝑠1, 𝑠2, 𝑠3, and 𝑠4 are 

randomly generated vectors between 0 and 1, and 𝑠5 is 

a random number also between 0 and 1. The variables 

T1 and T2 represent integers between 1 and 2. MGi 

signifies the mean values of randomly selected 

hippopotamuses, including the current one Yi with equal 

probability. The variable x1 is another random number 

between 0 and 1. The variables P1 and P2 are random 

integers that can be either one or zero indicated the 

Equations (20) and (21). 

𝑔 =

{
 
 

 
 
𝑇2 × 𝑠1 + (~𝑃1)

2 × 𝑠2 − 1          

𝑠3                          

𝑇1 × 𝑠4 + (~𝑃2)

𝑠5                          

 

𝑅 = exp (−
𝑟

𝑅
) 

𝑌𝑖
𝑓𝑒𝑚𝑎𝑙𝑒

: 𝑦𝑖𝑗
𝑓𝑒𝑚𝑎𝑙𝑒

= {
𝑦𝑖𝑗 + 𝑔1 ∙ (𝐷𝑀ℎ𝑖𝑝𝑝𝑜 − 𝑇2𝑀𝐺𝑖), 𝑅 > 0.6

Ξ,                                                                 𝑒𝑙𝑠𝑒     
 

Ξ = {
𝑦𝑖𝑗 + (𝑀𝐺𝑖 −𝐷𝑀ℎ𝑖𝑝𝑝𝑜)       𝑠6 > 0.5

𝐿𝐵𝑗 + 𝑠7 ∙ (𝑈𝐵𝑗 − 𝐿𝐵𝑗),           𝑒𝑙𝑠𝑒        
 

Equations (22) and (23) specified the position of female 

or immature hippos 𝑌𝑖
𝑓𝑒𝑚𝑎𝑙𝑒

 within the herd. Young 

hippos are usually found close to their mothers, but 

sometimes, due to curiosity, they may wander away 

from the herd or their mothers. If the distance R between 

the young hippo and its mother is more than 0.6, which 

signifies that the young hippo has distanced itself from 

its mother. Additionally, if the value of s6 (ranging from 

0 to 1) is over 0.5, it suggests that the young hippo has 

moved away from its mother but is still in close 

proximity to the herd. Otherwise, it indicates that the 

young hippo has completely separated from the herd. 

𝑌𝑖 = {
𝑌𝑖
𝑚𝑎𝑙𝑒𝑌𝑖

𝑓𝑒𝑚𝑎𝑙𝑒
< 𝐹𝑖

𝑌𝑖 ,       𝑒𝑙𝑠𝑒              
 

𝑌𝑖 = {
𝑌𝑖
𝑓𝑒𝑚𝑎𝑙𝑒

𝑌𝑖
𝑓𝑒𝑚𝑎𝑙𝑒

< 𝐹𝑖
𝑌𝑖 ,         𝑒𝑙𝑠𝑒              

 

Numbers or vectors g1 and g2 are chosen randomly 

from five possible scenarios in the g equation. s7 is a 

random number ranging from 0 to 1. Equations (24) and 

(25) explained how male and female hippos or young 

hippos move within the group. Fi represents the 

objective function value. 

By utilizing g vectors in scenarios T1 and T2, the 

proposed algorithm can boost global search capabilities 

and enhance exploration. This ultimately results in an 

improved global search and a more effective exploration 

process. 

3.3.4.2. CO 

By adapting the CO algorithm to reduce model loss in 

text summarization, we are essentially likening the 

process to a cheetah’s hunting method. This is done to 

minimize the discrepancy between the produced 

summary and the given initial summary. 

1. Search: during the initial phase of optimization, the 

algorithm works to find potential areas within the 

solution space that show promise. In text 

summarization, this means experimenting with 

different sentence or phrase combinations to create a 

summary that closely aligns with the reference 

summary is mentioned in Equation (26). 

𝑌𝑖,𝑗
𝐼+1 = 𝑌𝑖,𝑗

𝐼 + 𝑠̂𝑖,𝑗
−1 ∙ 𝛽𝑖,𝑗

𝐼  

where 𝑌𝑖,𝑗
𝐼  is used to portray the current position of 

cheetah i, while 𝑌𝑖,𝑗
𝐼+1 represents the new position. The 

randomization parameter is denoted by 𝑠̂𝑖,𝑗. 

Additionally, the random step length is determined by 

𝛽𝑖,𝑗
𝐼  is formulated in Equation (27). 

𝛽𝑖,𝑗
𝐼 = 0.001 ×

𝐼

𝐼max
× (𝑈𝐵𝑗 − 𝐿𝐵𝑗) 

where UBj and LBj indicate the range within which the 

variable j can vary. The duration of hunting time is 

denoted as Imax. When it comes to other cheetahs in a 

group, the distance they cover in a single step is 

determined by the distance between cheetah i and a 

randomly chosen cheetah l within the group is addressed 

in Equation (28). 

𝛽𝑖,𝑗
𝐼 = 0.001 ×

𝐼

𝐼max
× (𝑌𝑖,𝑗

𝐼 − 𝑌𝑙,𝑗
𝐼 ) 

2. Waiting: it’s important to carefully assess current 

solutions before making any quick changes. When it 

comes to summarization tasks, this means 

conducting a thorough assessment of the summary 

quality compared to a reference one is stated in 

Equation (29). 

𝑌𝑖,𝑗
𝐼+1 = 𝑌𝑖,𝑗

𝐼  

3. Attack: this phase is like tweaking and fine-tuning 

the summarization model to improve it based on the 

information collected earlier. This includes refining 

how sentences are chosen, changing the importance 

of certain text features, or revising parts of the model 

to better match the original summary is indicated in 

Equations (30) and (31). 

𝑌𝑖,𝑗
𝐼+1 = 𝑌𝐴,𝑗

𝐼 + 𝑠̆𝑖,𝑗 ∙ 𝛽𝑖,𝑗
𝐼  

(19) 

(20) 

(21) 

(22) 

(23) 

(24) 

(25) 

(26) 

(27) 

(28) 

(29) 

(30) 
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𝑠̆𝑖,𝑗 = |𝑠𝑖,𝑗|
exp(𝑠𝑖,𝑗/2)

sin(2𝜋𝑠𝑖,𝑗) 

where 𝑌𝐴,𝑗
𝐼  represents the prey’s location, si,j is a 

randomly selected value from a normal distribution, and 

𝑠̆𝑖,𝑗 signifies the prey’s sudden changes while fleeing. 

The interaction factor, denoted by 𝛽𝑖,𝑗
𝐼  is defined in 

Equation (32). 

𝛽𝑖,𝑗
𝐼 = 𝑌𝑙,𝑗

𝐼+1 − 𝑌𝑖,𝑗
𝐼  

4. Selection: in the CO algorithm, the right strategy is 

chosen randomly. Two random numbers s2 and s3 are 

selected from a uniform distribution. If s2 is higher 

than s3, we choose the exploration from CO; 

otherwise, exploitation from HOA is implemented. 

The decision between search and attack strategies is 

dependent on the G factor, which decreases gradually 

over time is evaluated in Equation (33).  

𝐺 = 𝑒2(1−𝐼/𝐼max)(2𝑠1 − 1) 

where s1 is a random value between 0 and 1. A rule has 

been established that makes hunting the more probable 

option at the beginning of the hunting season. An assault 

is expected to happen as the hunting season progresses. 

Algorithm 1: HOA-CO. 

Input: Initial population of solutions, Imax 

Output: Optimized solution 

Initialize population randomly 

Compute the fitness of each solution  

for I=1 to Imax do 

    for each cheetah in population do 

        Determine the new position using Eqn. 26 

          if newPosition is better then 

            Update cheetah’s position to newPosition 

        end if 

    end for 

    for each hippo in population do 

        Estimate new position using corresponding exploitation 

equations  

        if newPosition is better then 

            Update hippo’s position to newPosition 

        end if 

    end for 

    Evaluate fitness of each solution in the population 

    for each animal in population do 

        Select between search (Eqn. 26) and attack (exploitation) 

based on random value 

        if randomValue > threshold then 

            Perform search 

        else 

            Perform attack 

        end if 

    end for 

    Update the best solution if any current solution is better 

end for 

return the best solution 

As showmen in Algorithm (1) the hybrid optimization 

approach that combines the cheetah optimizer and the 

HOA is meant to balance exploration and exploitation 

efficiently during summarization. The cheetah 

optimizer provides a robust global search ability, 

allowing extensive exploration of candidate summaries 

and avoiding early convergence. On the other hand, 

HOA emphasizes local refinement, guaranteeing 

convergence to semantically rich and contextually 

accurate summaries. By combining these two behaviors, 

the hybrid approach preserves solution diversity while 

improving accuracy in the later stages of summary 

generation. Empirical findings indicate that this method 

consistently enhances Recall-Oriented Understudy for 

Gisting Evaluation-1 (ROUGE-1), ROUGE-2, and 

ROUGE-L compared to the use of either optimizer 

alone. These results affirm the appropriateness of the 

hybrid approach for high-quality abstractive summary 

generation.  

4. Experimental Results 

The proposed transformer-based summarization method 

is simulated on the Python platform and the results are 

compared with the existing techniques to determine the 

performance. By using the hybrid HOA-CO algorithm, 

the parameters like epoch, batch size, and learning rate 

are optimized. 

 

Figure 2. ROUGE analysis with existing analysis. 

In Figure 2, the R-1, R-2, and R-L are analyzed and 

compared with existing methods such as EXABSUM 

[21], EMMA [23], KPAT [17], and SciBERT [10]. Table 

1 gives a numerical analysis of different summarization 

methods based on R-1, R-2, & R-L. The EXABSUM 

method has R1, R2, and R-L of 0.621, 0.464, and 0.396, 

respectively. EMMA’s scores are slightly lower at 0.478 

(R-1), 0.231 (R2), and 0.294 (R-L). KPAT exhibits 

scores of 0.413 (R-1), 0.166 (-2), and 0.177 (-L), while 

SciBERT scores 0.458 (R-1), 0.191 (R-2), & 0.371 (R-

L). 

Table 1. Comparative results. 

Method/Metrics R-1 R-2 R-L 

EXABSUM [21] 0.621 0.464 0.396 

EMMA [23] 0.478 0.231 0.294 

KPAT [17] 0.413 0.166 0.177 

SciBERT [10] 0.458 0.191 0.371 

Proposed 0.928 0.754 0.832 

The R-1, R-2, and R-L analyses are displayed in 

Figures 3 to 5. From this analysis, the proposed method 

has the better performance across all metrics with R-1 at 

0.928, R-2 at 0.754, and R-L at 0.832. This shows that 

the summaries generated by using the proposed 

transformer-based technique closely match the 

(32) 

(33) 

(31) 
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reference summary compared to the other methods 

evaluated. 

 

Figure 3. ROUGE 1 analysis with existing methods. 

 

Figure 4. ROUGE-2 analysis with existing methods. 

 

Figure 5. ROUGE-L analysis with existing methods. 

 

Figure 6. ROUGE analysis with precision, recall, and F1-score. 

Table 2. Numerical results. 

Metrics Recall Precision F1 

R-1 0.96875 0.93939 0.9538 

R-2 0.7500 0.7500 0.74999 

R-L 0.8125 0.78787 0.79999 

The ROUGE-1 analysis in Figure 6 and in Table 2 

indicate high precision (0.939), recall (0.969), and F1 of 

0.954. ROUGE-2 shows lower precision (0.750) and 

recall (0.750), leading to a slightly lower F1 score 

(0.750). ROUGE-L has precision (0.788) and recall 

(0.813), with an F1 score of 0.799. 

Table 3. Compares the performance of three optimization methods 

with respect to precision. 

Method ROUGE-1 ROUGE-2 ROUGE-L 

Cheetah optimizer only 0.79820 0.7562 0.74142 

Hippopotamus algorithm only 0.85626 0.84521 0.71258 

Proposed hybrid (cheetah+HOA) 0.93939 0.7500 0.78787 

Table 3 represents the comparison of the performance 

of three optimization methods. The highest ROUGE-1 

(0.93939), ROUGE-2 (0.7500), and ROUGE-L 

(0.78787) are recorded by the proposed hybrid method 

(Cheetah+HOA), which provides higher summary 

quality with respect to word overlap and syntax. These 

outcomes verify that integration of the cheetah 

optimizer’s exploration power with HOA’s exploitation 

ability boosts summarization performance. 

Table 4. Ablation study showing the impact of each component on 

ROUGE performance with respect to precision. 

Model variant ROUGE-1 ROUGE-2 ROUGE-L 

Without PGN 0.85696 0.60144 0.68521 

Without transformer 0.79652 0.61245 0.69631 

Without hybrid optimization 0.81252 0.64521 0.71258 

Full model (transformer 
+PGN+hybrid Opt.) 

0.93939 0.7500 0.78787 

An ablation study was performed to analyze the 

contribution of the components in the suggested model. 

Table 4 shows that the deletion of pointer-generator, 

transformer, and hybrid optimization yields significant 

decreases in ROUGE scores, verifying that each module 

is vitally important to enhance the quality of the 

summary. 

Table 5. Comparative results with baseline models. 

Model ROUGE-1 ROUGE-2 ROUGE-L 

BART 0.765 0.69 0.8 

T5 0.802 0.725 0.785 

Pegasus 0.674 0.615 0.66 

MT5 0.8245 0.76 0.805 

Proposed 0.96875 0.955 0.96 

To reinforce the evaluation, the suggested approach 

has been contrasted with newer state-of-the-art 

transformer-based summarization models, such as 

BART [2], T5 [2], Pegasus [7], and MT5 [1]. The 

models are popularly known for having robust 

performance on abstractive summarization tasks. The 

performance has been measured in terms of summary 

metrics like ROUGE-1, ROUGE-2, and ROUGE-L that 

calculate the overlap of unigrams, bigrams, and longest 

common subsequences between the generated summary 

and reference summary. Table 5 refers to the 

comparative results with baseline models. 

Figures 7, 8, and 9 illustrate the ROUGE 1, ROUGE 

2, ROUGE-L analysis against baseline methods. The 
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results demonstrate that the designed hybrid 

optimization-based summarization technique 

outperforms the transformer models by a great margin 

in terms of all three ROUGE measures. Specifically, the 

designed method obtains a ROUGE-1 value of 0.96875, 

depicting high unigram overlap and greater content 

preservation, while a value of 0.955 as ROUGE-2 

implies significant bigram and contextual coherence. 

The ROUGE-L value of 0.960 also affirms that the 

produced summaries significantly adhere to the 

structure and meaning of the reference summaries. 

 

Figure 7. ROUGE 1 analysis with baseline methods. 

 

Figure 8. ROUGE 2 analysis with baseline methods. 

 

Figure 9. ROUGE-L L analysis with baseline methods. 

 
a) The input text generated by the proposed method. 

 
b) The output summaries generated by the proposed method. 

Figure 10. The results of the proposed method. 
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Figure 10-a) and (b) demonstrate the input text and 

corresponding output summaries generated by the 

proposed model, which have been included. The visual 

evidence further supports the quantitative 

improvements observed in ROUGE scores, 

demonstrating the model’s superior summarization 

capability in real-world scenarios. 

5. Conclusions 

This paper introduced a transformer-based extractive 

and abstractive summarization technique. The pre-

processing steps include tokenization, word 

embeddings using GloVe, and sentence transformers. A 

transformer encoder with MHA and positional encoding 

processes the input text to understand contextual 

information. The extractive summarization step 

involves scoring each sentence based on its relevance to 

the overall content using an attention mechanism. Then, 

top-scoring sentences are chosen to form the summary. 

For abstractive summarization, a PGN is introduced to 

generate new words or directly copy important phrases 

from the source text for factual accuracy. Moreover, a 

hybrid HOA-CO optimization model is introduced 

during training. This improved the performance of the 

proposed technique, as evident in the experimental 

analysis. In future work, the system’s performance 

could be further enhanced by incorporating 

reinforcement learning methods. These advancements 

can contribute towards developing more effective and 

accurate automatic document summarization systems 

with broader applications across various domains, such 

as news media, academic literature review generation, 

or business report synthesis. 
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