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Abstract: Software development projects frequently encounter cost and time efficiency challenges, rendering them susceptible 

to failure. An imprecise and incomplete process of eliciting user software requirements can further escalate software 

development’s time, cost, and effort. Consequently, the reuse of user stories based on application descriptions for software 

requirement elicitation is proposed to mitigate these issues and enhance cost efficiency. This research aims to evaluate the reuse 

of user stories within the software elicitation process by extracting software features from initial application descriptions. The 

goal is to determine whether this approach can effectively reduce the time and cost associated with software development. This 

study employs Natural Language Processing (NLP) techniques to identify Part-Of-Speech (POS) tag patterns to extract software 

features from application descriptions. A similarity measurement is conducted between user stories and the extracted software 

features. User stories are then filtered based on a similarity threshold to ensure high relevance to the extracted software features. 

The proposed method was tested using three distinct application descriptions alongside 22 user story datasets provided to nine 

respondents. The analysis indicates that the reuse of user stories based on feature extraction from application descriptions, 

determined through Cosine similarity with an 80% threshold, significantly enhances software development efficiency in terms of 

time and cost. The method demonstrated an average precision of 84%, recall of 93%, and F1-score of 86% across the three test 

projects, confirming its alignment with system design requirements. The findings of this research validate the effectiveness of the 

Cosine similarity method in identifying reusable user stories from application descriptions. This approach is a viable solution 

for reusing user stories in the software requirement elicitation process, thereby improving efficiency in software development 

projects. 
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1. Introduction 

Requirements elicitation is the process of finding, 

uncovering, obtaining, and describing requirements for 

the software development process [40]. Requirement 

elicitation is the initial process of the software 

development process [25]. In practice, requirements 

elicitation is a process that has a significant role in 

software development because if the requirements in 

requirements elicitation are incomplete, it can increase 

costs and efforts in software development [29]. 

Extraction of requirements obtained from various 

sources of unstructured documents increases software 

development efficiency [30]. Reusing practices allows 

for reducing costs and efforts in the requirements 

elicitation [27]. Requirements reuse is reclaiming 

software requirements developed and used in earlier 

projects [15].  

Requirement reuse is an effective method for 

increasing efficiency in the software development 

process, reducing software development and 

maintenance costs, producing higher-quality software 

products, improving software and system dependencies, 

and facilitating the transfer of team members, tools, and 

methods between projects [11]. In general, requirements 

reuse is extracted from the Software Requirements 

Specification (SRS), but not everyone can do SRS 

extraction for requirements reuse because not everyone 

has access to software artifacts  [2, 20]. Apart from being 

obtained from SRS, reuse requirements can be extracted 

from user reviews and application descriptions. User 

reviews are ratings written by users; in addition to 

ratings, some users suggest new features that users want. 

Meanwhile, the developer writes the application 

description containing complete information about the 

application name, features, and benefits. It aims to help 
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users quickly find the application they need [14]. In this 

study, the application description is the source document 

that will be extracted to obtain software features because 

it can be written at the beginning of the software 

development process and accessed by everyone, in 

contrast to SRS, which is not accessible to everyone and 

user reviews which can only be obtained when the 

software has been released, used, and reviewed by users. 

Several methods can be used in software 

development. One is agile development software, a 

short-term software development that requires 

developers to adapt quickly to various changes  [16, 26, 

39]. In agile, user stories collected during the 

requirements elicitation are the most widely used 

artifacts to obtain simple descriptions from the user’s 

perspective [35]. A user story is a short, structured 

sentence requesting user needs or functions [6]. User 

story consists of 3 aspects: who/who asks for the needs 

or functions, what or what needs or stakeholders request 

functions, and why/why stakeholders want these 

functions [18, 36]. User stories are widely used during 

requirements elicitation because user stories play a role 

in explaining the needs and desires of stakeholders or 

personas [21]. User stories can be boundary objects in 

transferring and creating new knowledge [7]. 

User stories are widely used during the requirements 

elicitation in agile software development [10, 34]. User 

stories that have been collected are generally not 

collected again by software developers, which opens up 

opportunities for developers to reuse user stories 

collected from several previous projects for future 

projects [7]. Reusing user stories based on application 

descriptions for software elicitation needs aims to 

reduce costs and efforts in software development [7, 

24]. The practice of reuse can reduce costs and efforts 

in the requirements elicitation process [27]. Customer 

satisfaction results from cost and time efficiency [4]. 

The benchmarks for the success of agile software 

development are time, cost, effort, and customer 

satisfaction [1, 33]. The purpose of this study is to reuse 

user stories for the elicitation of software based on 

extracting software features from the initial application 

description. This research produces an output list of user 

stories that can be reused; the potential is obtained from 

the similarity value of user stories with the extraction of 

software features from the application description. 

2. Related Works 

Software developers usually write app descriptions and 

describe their features on the app store, and users 

comment about the features in the app reviews section 

[37, 38]. Extracting and matching functionality from app 

descriptions is critical to benefiting from the App Store. 

In the study of Johann et al. [14], propose a new 

Approach for Extracting Software Features (SAFE) from 

application descriptions and user reviews and matching 

them. This research uses 18 parts of speech written 

manually and five sentence patterns that often refer to 

software features. This study will extract application 

descriptions to obtain software features using part-of-

speech. Software features that have been extracted will 

be searched for compatibility with the processed user 

story. There are several techniques in requirements 

elicitation to increase understanding of domain 

knowledge, such as user interviews, questionnaires, 

document analysis, and brainstorming. Most of these 

techniques require in-depth stakeholder engagement. In 

practice, stakeholders generally have limited time and 

stakeholder so that not all software projects can use this 

technique [31]. Software development is agile, and user 

stories are used to capture and write functional 

requirements. A user story is an appropriate and easy-to-

understand format for writing the results of a 

requirement. Research by Raharjana et al. [30] aims to 

propose a model for extracting user stories from online 

news to increase understanding of domain knowledge. 

User stories are a fundamental component of agile 

software development, which captures functional 

requirements from the end-user’s perspective. In this 

context, reusable user stories refer to user stories that can 

be applied across different projects or domains with 

minimal modification [17]. The reusability of user 

stories helps improve efficiency and reduce excessive 

effort in software development. In this study, user stories 

are used to reuse the requirements. This is because user 

stories are widely used during requirement elicitation in 

agile software development so that they can be reused to 

increase cost efficiency and software development 

efforts. 

High-quality user stories are typically characterized 

by the INVEST criteria: Independent, Negotiable, 

Valuable, Estimable, Small, and Testable [3]. These 

attributes ensure that user stories are well-structured and 

manageable in agile development. While our study 

focuses on automation rather than manual refinement, 

the INVEST principles provide a valuable benchmark 

for assessing the quality of extracted user stories. Feature 

sets are essential assets for reuse in software product line 

methodologies. In requirements reuse, the extraction of 

software features from a SRS can only be performed by 

practitioners who have access to these software artifacts. 

Due to organizational privacy, the SRS is always kept 

confidential and is not easily used by the public. As an 

alternative, researchers use publicly available software 

descriptions (such as product manuals and online) to 

identify potential software functions to initiate the reuse 

of requirements. Bakar et al. [2] research aims to propose 

a semi-automated method, called Feature Extraction for 

Natural Language Reuse (FENL), to extract phrases that 

can represent software functions from software reviews 

without using SRS as a method to initiate the technique. 

This study will use application descriptions as document 

sources to obtain software features. Software features 

will be used to reuse the requirements. The extraction 

process from the application description requires a pre-
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processing as described in the research by Bakar et al. 

[2]. 

3. Method 

The research step begins with extracting software 

features in the application description by pre-processing 

the application description by tokenizing sentences and 

cleaning data. The next step is labeling each word with 

Part-Of-Speech (POS) tagging. After being marked on 

each sentence, an extraction process takes the word 

fragments labeled according to the needs and then 

collects them as a list using Chungking POS. Then, do 

Case Folding, which changes all the letters on the list to 

lowercase. After case folding, changing becomes the 

base word for each word on the list using WordNet 

Lemmatization. After being converted into basic words, 

words without meaning are removed, usually called stop 

words. The next step of this research is to extract the user 

story dataset, starting with separating the sentences in the 

user story. Then, noise such as punctuation and numbers 

are removed, followed by case folding, lemmatization, 

and stop word removal. 

The last step of this research is filtering the user story 

related to the application description and then calculating 

the similarity between software feature extraction and 

user story extraction. User stories that have a similarity 

exceeding the threshold will be included in the list of 

user stories that can be reused. Furthermore, an 

evaluation will be conducted to assess the information’s 

accuracy. The architecture of the proposed method can 

be seen in Figure 1. 

 

Figure 1. Architecture of the proposed method.

3.1. Collecting Data 

This study requires three types of data: user story 

datasets, application descriptions, and expert 

evaluations. The user story dataset is the source of 

reusable artifacts in the software elicitation process. 

Application descriptions are extracted to obtain software 

features, while expert data is used for evaluation and 

comparison. 

User stories typically comprise three aspects: who, 

what, and why [18]. Some user stories may not explicitly 

include the why aspect. To extract meaningful 

information, user stories are processed by separating 
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these aspects: identifying the user (who) requested 

features (what) and the rationale or benefit of the feature 

(why). The dataset [31] includes over 1,500 user stories 

from 22 applications covering various domains. 

Extraction steps involve tokenization, data cleaning, 

case folding, WordNet lemmatization, and stopword 

removal. Application descriptions contain key 

information about an application’s name, features, and 

benefits, written by developers to attract users [14]. A 

well-written application description is concise, 

informative, and highlights key features effectively [13]. 

This study extracts these descriptions to derive software 

features, which are then used to filter user stories. Word 

extraction uses POS tagging, chunking, and case folding 

techniques. 

3.2. Pre-Processing Data 

The next stage involves pre-processing user story and 

application description data to ensure consistency and 

improve processing efficiency. Pre-processing includes 

tokenization, case folding (converting text to lowercase), 

lemmatization (reducing words to their base forms), and 

stopword removal (eliminating common but non-

essential words). These steps refine the data for further 

analysis in the research workflow. 

The data pre-processing stage ensures that user stories 

and application descriptions are structured for further 

analysis. This process includes aspect separation, data 

cleaning, POS tagging, chunking, case folding, 

lemmatization, and stopword removal. User stories are 

segmented into three key aspects: who (the stakeholder 

or end-user requesting the functionality), what (the 

requested feature), and why (the reason or benefit) [35]. 

The separation is performed using delimiters such as 

commas (,) and the word “so”. Next, data cleaning 

removes unnecessary elements such as numbers, 

punctuation, and symbols to reduce noise. POS tagging 

is then applied to label words based on their grammatical 

roles, facilitating further text processing. Chunking is 

performed to group related words into meaningful 

phrases using predefined rules. 

Case folding standardizes text by converting all 

characters to lowercase, ensuring consistency in text 

analysis. Lemmatization further refines the data by 

reducing words to their base forms, helping to improve 

the accuracy of similarity calculations between extracted 

user stories and software features. Finally, stopword 

removal eliminates common but non-essential words 

such as “as,” “is,” and “all,” streamlining the dataset for 

more effective processing. 

3.3. User Story Dataset Filtering  

In this stage, the user story dataset is filtered to enhance 

system efficiency by reducing errors, improving 

processing speed, and increasing accuracy. The filtering 

process evaluates the similarity between extracted user 

stories and words from application descriptions. Several 

methods are employed to select relevant words from 

application descriptions. The first method identifies 

frequently occurring words, while the second focuses on 

extracting nouns. Both approaches utilize TF-IDF for 

word weighting to prioritize important terms. 

Additionally, the YAKE tool is used to extract automatic 

keywords. Cosine similarity is applied to measure the 

closeness between extracted words and the user story 

dataset to determine relevance. The user story is 

considered relevant for further processing if the 

similarity score exceeds a predefined threshold. 

3.4. Finding Reusable User Stories 

Each story is compared with the software feature 

extraction from application descriptions to identify 

reusable user stories. The extraction process involves 

separating application descriptions into individual 

sentences. While this process shares similarities with 

pre-processing, the chunking step follows distinct rules 

tailored for feature extraction. Chunking uses part-of-

speech patterns and regular expressions to group relevant 

words and phrases. These extracted phrases are then 

analyzed for similarity with user stories using Cosine 

similarity and Jaccard similarity methods. If a user 

story’s similarity score exceeds a predetermined 

threshold, it is considered relevant to the extracted 

software features. The final output is a structured table 

displaying user stories that can be reused based on 

similarity calculations. This table is then evaluated to 

assess the accuracy and effectiveness of the proposed 

method. 

3.5. Evaluation 

Evaluation is carried out to assess whether the system 

created can provide accurate information about the list of 

user stories that match the application description. The 

first step in evaluating this system is to determine an 

evaluation case. The determination of the topic 

description of the application is required to follow the 

user story dataset. So, a user story in the dataset has 

similarities and can be reused. Next, the expert manually 

marks the user stories that are considered to have 

similarities with the application description. The last step 

is to perform precision and recall tests on manual results 

from experts with results from the system. Experts here 

have been involved in software development projects as 

programmers or system analysts. Evaluation is carried 

out with a minimum of 3 experts. 

Precision measures the accuracy between the list of 

reused user stories written by experts and the list 

provided by the system or the system’s accuracy in 

classifying data. Calculating the precision value can be 

done by Equation (1).  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
|{𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡} ∩ {𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡}|

|{𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠}|
  

Recall compares the number of lists of reused user 

(1) 
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stories correctly by the system in a class against all actual 

data. The recall calculation can be seen in Equation (2). 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
|{𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡} ∩ {𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡}|

|{𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠}|
 

 Relevant document: a list of reusable user stories 

written by experts.  

 Retrieved document: a list of reusable user stories 

generated by the system. 

4. Result 

In this section, an explanation will be given regarding the 

research results carried out while conducting the 

research. The explanation given is an elaboration of the 

existing problem formulation. 

4.1. Data Collection 

The user story datasets were sourced from Mendeley, 

where they were publicly uploaded in 2018 [5]. There 

are 22 applications in the user story dataset with various 

topics. In this study, it is necessary to understand the 

subject of each application to determine a description of 

similar applications. The detail of the user story dataset 

can be seen in Table 1. 

Table 1. User story datasets topics. 

Project name Project topic 

Federalspending Monitor state spending. 

Loudoun 
Loudoun city planning portal for residents and visitors 

to the city. 

Recycling Help find recycling places. 

Openspending Monitor and study state finances. 

Frictionless Describe validate (process) data. 

Scrumalliance Provide learning about scrum and agile. 

Nsf Research funding and awards. 

Camperplus Camping service provider. 

Planningpoker Game for agile planning. 

Datahub Data Collection. 

Mis 
Duke university information management and 

repository. 

Cask Software development portal. 

Neurohub Data storage and intermediary Research collaboration. 

Alfred Oldster assistance. 

Badcamp Event management and registration. 

Rdadmp Data management planning. 

Archivesspace Archiving. 

Unibath University of Bath Repository. 

Duraspace Repository for digital content. 

Racdam Archiving. 

Culrepo Content management for universities. 

Zooniverse Portal to provide support for research. 

4.1.1. Application Description 

A description of the application is obtained by looking 

for a software project similar to the user story. The 

software project topics used in this research are 

recycling, digital assistants for parents, and digital 

archiving. The search is done using a search engine from 

Google by entering the keywords “software project” or 

“project idea,” followed by the topic to be searched in 

English. Google will show a collection of pages that 

have software projects with relevant topics. In this study, 

application descriptions were sorted manually by 

looking at the relevance of the software project on the 

page. In this study, the description page of the software 

project will be opened automatically using the software 

package “trafilatura.” 

4.1.2. Expert Data 

The experts here have been involved in software 

development projects as programmers or system 

analysts, and nine experts were needed in this study. The 

first stage of the data collection process is when the 

author explains the expert procedures for online data 

annotation via video communication (Google Meet). 

The video communication explains that the expert will 

be given three application descriptions and 22 user 

stories containing 1677 user stories. Then, the expert will 

be given a brief description of each user story. Then, the 

expert will annotate the number of 0 (which means it is 

irrelevant to the application description) and 1 (relevant 

to the description) from 1677 user stories.  

4.2. Data Extraction 

The second stage in this research is the pre-processing of 

collected data. 

4.2.1. User Story Extraction 

This user story extraction stage includes tokenization, 

case folding, data cleaning, lemmatization, and stopword 

removal. Separation of user story sentences into two or 

three parts depending on the availability of the number 

of aspects in the user story. User stories are separated 

based on their aspects, namely who (who) wants this 

functionality, what functional (what) stakeholders or 

end-users wish to from the system, and why (why) 

stakeholders or end-users need this function. The 

separation is done by making a regular expression with 

a pattern set according to research needs. The aspects 

used in this study are the who and why aspects. Case 

folding is changing all letters in the user story dataset to 

lowercase. The step to do case folding is to call the lower 

() function in each iteration of the requirements list 

document. Data cleaning is done because the user story 

dataset contains many disturbing characters for the next 

stage. These characters include punctuation at the end of 

words and other irrelevant characters. Data cleaning is 

done by calling the remove punctuation () function. 

Lemmatization is the process of grouping words in 

different forms to be analyzed as one item. In this 

process, the additional affixes of the word will be 

removed and converted into basic word forms. 

Lemmatization is carried out to reduce the vocabulary in 

the user story dataset and application description, which 

is expected to increase the similarity value of the user 

story dataset extraction with software feature extraction. 

Stopwords are the most common words in the language, 

for example, like, “as,” “a,” “I,” “is,” “all.” Therefore, 

these words have no meaning and are removed from the 

text of the user story dataset and application description. 

(2) 
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4.2.2. Application Description Word Extraction 

Word extraction is intended to retrieve words that are 

considered necessary from an application description. 

To get accurate results, it is necessary to experiment 

using three-word extraction methods to get the most 

accurate and efficient results. This study uses three trial 

methods: TF-IDF, TF-IDF for nouns in the user story 

dataset, and tools from YAKE, which can extract words 

automatically. 

 TF-IDF: word extraction is done by looking for the 

word that appears most often and weighing the top 20 

words using TF-IDF. 

 TF-IDF and Nouns phrases: word extraction intended 

to retrieve nouns in the application description. The 

methods used in noun extraction are case folding for 

changing the shape of each letter in the same form and 

POS tagging Natural Language Processing (NLP) to 

assign word labels to sentences automatically. POS 

tagging uses the pos_tag function in the Natural 

Language Toolkit (NLTK) library for each review 

sentence iteration, and POS Chunking to group words 

or phrases in a sentence into a new group called ‘chunks’ 

using adjusted rules. In this stage, the rules used to 

retrieve nouns are words with tags Noun (NN), Proper 

Noun (NNP), NNs, and NNPs. 

 YAKE!: Yake is a new feature-based system for multi-

language keyword extraction that supports text of any 

size, domain, or language. 

4.3. Filtering User Story Dataset 

The third stage in this research is filtering or selecting 

the user story that will be used for further processing. 

Filtering is done to reduce system errors, speed up 

processing time, and increase the system’s accuracy to 

make the system much more efficient. Filtering is done 

by looking for the closeness between user story 

extraction and word extraction in the application 

description. 

4.3.1. Finding the Similarity of Word Extraction 

with User Story 

After the extraction process is carried out, the three 

methods at the application description extraction stage,  

namely word extraction using TF-IDF, noun extraction 

using TF-IDF, and YAKE, will be calculated for 

proximity using the Cosine similarity method to 

calculate the similarity between the application 

description and the user story dataset that has been 

extracted. Then, sort the user story dataset based on the 

magnitude of the similarity value with the application 

description displayed in the data frame, as shown in 

Table 2. In Table 2, the user story recycle dataset has the 

most prominent similarity value, with a score of 0.16, so 

the dataset can be reused compared to other datasets with 

lower scores. 

Table 2. Result of similarity score of application descriptions with 
user story. 

# App description User story Similarity score 

0 daur recycling 0.161061 

1 daur nsf 0.134181 

2 daur culrepo 0.126633 

3 daur neurohub 0.118156 

4 daur rdadmp 0.112035 

5 daur mis 0.099074 

6 daur unibath 0.097821 

7 daur alfred 0.092581 

8 daur racdam 0.08904 

9 daur openspending 0.089037 

4.3.2. Testing the Dataset Filtering Method 

To determine the number of user story datasets used and 

which method is most appropriate for this study, an 

experiment was carried out by comparing the results 

from the system with the results of data retrieval from 

the evaluator. The first step is to combine the data 

obtained from nine evaluators. Merging is done by 

taking the user story dataset labeled 1 (considered 

relevant) by more than 50% of the nine evaluators. A 

collection of combined user stories will be used as a 

reference in this study’s appropriate method trials and 

evaluation process. The retrieval of datasets in this test 

uses 2, 5, and 10 datasets to make a significant difference 

in test results. 

4.3.3. Calculating the Accuracy and Success of the 

Method 

To find out the correct method for this study and the 

number of datasets taken for the filtration process, 

precision-recall and F1-scores were manually calculated 

between the evaluator’s and the system’s results. The 

result of this calculation can be seen in Table 3. 

Table 3. Results of similarity score of application descriptions with user story. 

Project Methods 
2 Dataset 5 Dataset 10 Dataset 

Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score 

Recycle 

TF-IDF + noun phrase  0,5 1 0,667 0,2 1 0,333 0,1 1 0,182 

YAKE 0,5 1 0,667 0,2 1 0,333 0,1 1 0,182 

TF-IDF 0 0 0 0 0 0 0,1 1 0,182 

Archive 

TF-IDF + noun phrase 1 0,333 0,5 0,8 0,66 0,727 0,4 0,66 0,55 

YAKE 0 0 0 0,2 0,167 0,182 0,2 0,333 0,25 

TF-IDF 0 0 0 0,2 0,167 0,182 0,2 0,333 0,25 

Alfred 

TF-IDF + noun phrase 0,5 1 0,667 0,2 1 0,333 0,1 1 0,182 

YAKE 0,5 1 0,667 0,2 1 0,333 0,1 1 0,182 

TF-IDF 0 0 0 0 0 0 0 0 0 
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The recycle project uses the TF-IDF method for 

nouns, according to Table 2. Using two datasets 

produces a precision value of 0.5, a recall of 1, and an 

F1-score of 0.6667. This figure is obtained by 

performing manual calculations by calculating the 

results according to the evaluator with the output 

generated by the system. Based on these three projects, 

the TF-IDF weighting method based on noun extraction 

produces the most significant value by taking two 

datasets on the recycle and Alfred projects. Taking five 

datasets has the most substantial value in the project 

archive. The YAKE method produces the most 

significant value based on noun extraction by taking two 

recycle and Alfred projects datasets. 

Furthermore, taking ten datasets has the most 

substantial value in the project archive. The TF-IDF 

weighting method based on noun extraction produces the 

most significant value by taking ten datasets on the 

Recycle and Archive projects. This method did not 

identify datasets related to the application description in 

the Alfred project. There is a difference in the number of 

datasets used because, in the Recycle and Alfred 

projects, the number of datasets considered relevant by 

the evaluator is only one. Six datasets for the archive 

dataset project are regarded as appropriate. 

It can be concluded from the experimental results 

above that the TF-IDF method with noun extraction is 

the most appropriate compared to the other two methods. 

The results of this filtration process are considerable 

time efficiency, from 180-200 minutes to 30-45 minutes 

(83.3% time saving), and reduced noise in irrelevant user 

story datasets, so it is expected to increase the accuracy 

of the system, which will be tested in the evaluation 

section. 

4.4. Finding Reusable User Stories 

The fourth stage of this research is looking for reusable 

user stories. The search for user stories that can be reused 

is done by comparing each user story with the user story 

extracted from the application description. This stage is 

carried out in six steps: application description 

extraction, sentence tokenization, data cleaning, POS 

tagging, POS chunking, and calculating similarity. 

4.4.1. Application Description Extraction 

Application description will be extracted to obtain 

software features by tokenizing sentences, cleaning data, 

post tagging, heading chunking, case folding, word net 

lemmatization, and deletion of stopwords. Tokenization 

separates the application description, which is still one 

text, into one sentence for one need. Tokenize on the app 

description using the sent tokenize () function. Data 

cleaning is done because the application description 

contains many disturbing characters for the next stage. 

These characters include punctuation at the end of words 

and other irrelevant characters. Data cleaning is done by 

calling the remove_punctuation () function. POS tagging 

is an NLP function that automatically labels words in 

sentences. POS tagging uses the POS-tag function in the 

NLTK library for each review sentence iteration. 

Chunking is done to group words or phrases in a 

sentence into a new group called ‘chunks.’ Chunking is 

done by combining parts of speech with regular 

expressions. The rules or rules used for chunking are 

adjusted to what phrase or group of words needs to be 

taken from a sentence. In this study, the rules used to 

retrieve Software Features (SF) are contained in 

Equation (6), where to obtain SF rules, Noun Phrase 

(NC) rules are needed in Equation (3), Verbs (VERB) in 

Equation (4), and Nouns (NP) in Equation (5).  

𝑁𝐶 = 
{(< 𝐷𝑇 >∗< 𝐽𝐽|𝐽𝐽𝑆|𝐽𝐽𝑅 >∗)? (< 𝐼𝑁 >∗< 𝑁𝑁|𝑁𝑁𝑃|𝑁𝑁𝑆|𝑁𝑁𝑃𝑆 >) ∗} 

𝑉𝐸𝑅𝐵 = {< 𝑉𝐵|𝑉𝐵𝐺|𝑉𝐵𝑍|𝑉𝐵𝐷|𝑉𝐵𝑁|𝑉𝐵𝑃 > +< 𝐼𝑁 >∗} 

𝑁𝑃 = {((< 𝑁𝐶 > +<, >) ∗< 𝑁𝐶 >∗< 𝐶𝐶 > +) ∗< 𝑁𝐶|𝐼𝑁 > +} 

𝑆𝐹: {(< 𝑉𝐸𝑅𝐵|(𝐽𝐽|𝐽𝐽𝑆|𝐽𝐽𝑅)|𝑁𝑃 > +< 𝐷𝑇 >∗
< 𝑁𝑃|(𝑅𝐵|𝑅𝐵𝑅|𝑅𝐵𝑆)|(𝐽𝐽|𝐽𝐽𝑆|𝐽𝐽𝑅) > +)+} 

4.4.2. Calculating Similarity 

Similarity calculations are performed to determine 

which user stories are related to feature extraction from 

the application description. The data extracted from the 

user story will be calculated for its proximity to the 

results of the feature extraction data from the application 

description. Proximity is assessed using the Cosine 

similarity and Jaccard similarity methods. Suppose a 

user story has a similarity value with a software feature 

that exceeds a predetermined threshold. In that case, the 

user story is considered to be related to the features in the 

application description. User stories that have a 

connection will be displayed in the results of user stories 

that can be reused. To get the best results, trials were 

carried out using three thresholds for each similarity 

calculation method. Calculations were carried out using 

the Cosine similarity method with 70%, 80%, and 90%, 

and Jaccard similarity with 5%, 10%, and 15% 

thresholds. The results of similarity calculations can be 

seen in Table 4. The most considerable value in each 

method is given a bold effect. The purpose of making 

this system is to recommend to users which user stories 

can be used. The expected recommendation is that the 

data generated is quite a lot and varied but still has 

minimal errors to produce information that is credible 

and usable so that this system prioritizes recall but does 

not ignore the value of precision so that in this study, the 

F1-score is better used as a reference for finding the best 

method. 

Based on the results from Table 4, the best method 

will refer to the average of the F1-score, where avg 

means the average of data that is 0 (irrelevant) and 1 

(relevant). The F1-score is the harmonic average of the 

precision and recall, in which the more significant the 

F1-score means, the better the precision and recall 

results; vice versa, the smaller the F1-score means, the 

worse the precision and recall results. 

(3) 

(4) 

(5) 

(6) 
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Table 4. User story results that can be reused. 

Project Method 
0 (not relevant) 1 (relevant) Average 

Precision Recall F1-score Precision Recall F1-score Precision Recall F1-score 

Recycle 

Cosine (0,7) 1.00 0.95 0.98 0.24 1.00 0.38 0.62 0.98 0.68 

Cosine (0,8) 1.00 0.98 0.99 0.42 1.00 0.59 0.71 0.99 0.79 

Cosine (0,9) 0.99 1.00 0.99 1.00 0.00 0.00 0.99 0.50 0.50 

Jaccard (0,05) 1.00 0.01 0.02 0.01 1.00 0.03 0.51 0.50 0.02 

Jaccard (0,1) 0.87 0.04 0.08 0.01 0.58 0.02 0.44 0.31 0.05 

Jaccard (0,15) 0.83 0.05 0.10 0.00 0.21 0.01 0.41 0.13 0.05 

Archive 

Cosine (0,7) 0.95 0.87 0.91 0.45 0.67 0.54 0.70 0.77 0.72 

Cosine (0,8) 0.95 0.99 0.97 0.94 0.67 0.79 0.95 0.83 0.88 

Cosine (0,9) 0.87 1.00 0.93 1.00 0.01 0.02 0.93 0.50 0.47 

Jaccard (0,05) 0.75 0.05 0.09 0.13 0.90 0.22 0.44 0.47 0.16 

Jaccard (0,1) 0.62 0.13 0.22 0.08 0.47 0.13 0.35 0.30 0.18 

Jaccard (0,15) 0.63 0.17 0.26 0.06 0.35 0.10 0.34 0.26 0.18 

Alfred 

Cosine (0,7) 1.00 0.91 0.95 0.15 1.00 0.27 0.58 0.96 0.61 

Cosine (0,8) 1.00 1.00 1.00 0.76 0.96 0.85 0.88 0.98 0.92 

Cosine (0,9) 0.98 1.00 0.99 1.00 0.00 0.00 0.99 0.50 0.50 

Jaccard (0,05) 0.95 0.05 0.10 0.01 0.81 0.03 0.48 0.43 0.06 

Jaccard (0,1) 0.89 0.10 0.17 0.00 0.27 0.01 0.45 0.18 0.09 

Jaccard (0,15) 0.89 0.12 0.22 0.00 0.00 0.00 0.44 0.06 0.11 

 

In the project recycle using the Cosine similarity 

method, it has the best value at the threshold of 0.8 with 

an average precision of 0.71, recall of 0.99, and F1-score 

of 0.79. The formula is used in the equations below to 

get this value. The first thing to do is to get each 

precision-recall and F1-score from irrelevant (0) and 

relevant (1) user stories. For irrelevant user stories with 

1620 True Positives (TP), 0 False Positives (FP), and 33 

False Negatives. For relevant user stories with 24 True 

Positives (TP), 32 False Positives (FP) and 0 False 

Negatives. After obtaining each precision, recall, and 

F1-score, a macro average search is performed, namely 

taking the average of each value. In the Cosine similarity 

method, with a threshold of 0.8, the best value is in the 

project archive, while at a threshold of 0.8, the best value 

is in the Alfred project; for a threshold of 0.9, the best 

value is in the recycle and Alfred projects. The Jaccard 

similarity method produces the project archive’s best 

value with a 0.05, 0.1, 0.15 threshold. 

4.5. Discussion 

This research begins with data collection, determining 

the topic from the public user story dataset [9], which is 

carried out for the search process for application 

descriptions. The application descriptions are collected 

by searching on the Google search engine with 

predetermined topics. After obtaining the application 

description, an online meeting process was carried out 

using Google Meet with the evaluators. The meeting 

began with the researchers’ explanation of the 

background and purpose of this study, then continued by 

dividing sheets using Google Docs containing user story 

datasets and application description source links. The 

evaluator’s annotation process takes seven days. After 

seven days, the sheets were collected and then averaged. 

If more than half (50%) of the evaluators chose the user 

story, then the user story was considered relevant. At the 

same time, during the annotation period from the 

evaluator, the user story dataset and application 

description are pre-processed. 

This study has a limitation: when searching for user 

stories related to software feature extraction, the system 

runs for over three hours and has a reasonably low 

evaluation result. This happens because the 22 user 

story datasets contain 1677 user stories compared to 

extraction software features of each application 

description. So, an initial filtration process is needed, 

which aims to find links between the application 

description and the user story dataset. The experiment 

was carried out using the three methods discussed in 

sub-chapter 3.2 with the result that the user story dataset 

is smaller in comparison, thereby increasing the 

evaluation value and shortening the processing time. 

The performance increase occurred because previously, 

the user story dataset, which was compared with the 

application description of 22, decreased to only two 

datasets on the recycle and Alfred topics and five 

datasets on the archive topic according to the results of 

Table 3 so that the data compared was less and reduced 

user stories irrelevant in the dataset. Feature extraction 

is performed on application descriptions to identify 

relevant software functionalities. However, application 

descriptions vary significantly in structure and detail, 

leading to potential inconsistencies in feature extraction. 

While our approach provides a structured method for 

extracting features, handling such variability remain 

challenging. Future work could explore fine-tuning 

transformer-based models or incorporating metadata-

based heuristics to improve the consistency and 

accuracy of feature extraction across diverse application 

descriptions. 

After the filtration stage is executed, the next step is 

to search for user stories that can be reused. This stage 

begins by extracting the software features contained in 

the application description. The application description 

will be pre-processed, and the tagging and chunking 

process will follow the specified rules. The results of this 
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extraction will be searched for closeness to each user 

story that has gone through the filtration process. 

Experiments were carried out using two similarity 

calculation methods, namely Cosine and Jaccard 

similarity. The results of the closeness calculation will 

be evaluated using a precision and recall test with the 

annotation results from the evaluator. The method with 

the most significant precision and recall test values will 

be used at this stage. The evaluation results in Table 4 

show that the Cosine similarity method with a threshold 

of 0.8 is the most appropriate method for this study, with 

F1-scores for each topic being 0.79, 0.88, and 0.92.  

The results of this study indicate that the word 

extraction method uses noun phrase extraction, as done 

by Bakar et al. [2], combined with TF-IDF, can be used 

as a filtration step compared to other methods tested in 

this study, which were calculated using the precision and 

recall test. Cosine and Jaccard similarity are methods 

used to find closeness between two sentences [12]. In 

this research, the methods used for filtration are TF-IDF 

aimed at extracting frequently occurring words, 

combining TF-IDF with the extraction of nouns found in 

the user story dataset, and utilizing YAKE tools for 

automated word extraction. While our approach 

effectively identifies relevant user stories using Cosine 

similarity and keyword extraction, we recognize that 

more advanced NLP techniques, such as BERT-based 

embedding, can improve semantic matching [8, 19]. 

These models take advantage of deep contextual 

embedding, which can provide a deeper understanding 

of user stories. This study prioritizes TF-IDF and Cosine 

similarity due to their simplicity, interpretability, and 

lower computational cost. Future work may explore 

integrating transformer-based approaches to improve 

accuracy and assess their feasibility in practical software 

engineering applications. 

This shows that this approach is practical for 

improving the reuse task of user stories based on feature 

extraction from application descriptions. One of the 

limitations of this study is that the number of different 

projects is relatively small (22). However, the dataset 

contains a large number of user stories (1,677), which 

provides a solid basis for pattern analysis. It is important 

to be aware of the limitations of our datasets. Future 

research should validate approaches on more diverse and 

broad data sets to ensure their generalization across 

multiple contexts. Therefore, the results presented in this 

study should be interpreted as indicative, not conclusive. 

The performance of the proposed method may differ 

when applied to projects from different domains or with 

different characteristics. 

Given the diversity of topics in the user story dataset 

used in this research, it is further suggested to seek 

descriptions of other applications with different 

relevance from the designated topic in this study. This 

would lead to testing a broader range of user story 

datasets. 

Reusing requirements has been shown to improve 

efficiency in software development [15, 22]. However, 

adapting reused user stories across multiple domains 

presents challenges due to terminology, context, and 

variations in functional requirements. For example, user 

stories from e-commerce may require significant 

modifications when applied to healthcare. The ease of 

adaptation depends on the similarities between the 

original and target app descriptions-a closer match 

simplifies the process, while significant differences 

require more effort. Common adaptations include 

terminology changes (e.g., “customer” in e-commerce 

vs. “patient” in healthcare), feature modifications (e.g., 

a “checkout” process in retail that focuses on payments 

vs. procurement that requires approval steps), and 

structural refinements (e.g., adding restrictions or 

details to fit the new domain). While these adjustments 

help maintain relevance, the system cannot function 

independently. The intervention of a system analyst is 

essential, as the system provides recommendations 

rather than fully automated solutions. 

The study proposes an automated approach to filter 

and extract reusable user stories to improve efficiency 

in agile development. While our method improves 

automation, we realize that direct comparisons with 

traditional manual requirements collection or existing 

tools can further validate its effectiveness. However, we 

evaluated by involving experts and comparing the 

recommended reusable user stories with expert 

opinions. Future studies will explore such comparative 

analyses to measure time efficiency and accuracy 

improvements. 

Several studies have investigated approaches to 

enhance user story processing and reuse. A taxonomy-

based method has been introduced to support user story 

reuse, offering a different strategy from NLP-based 

techniques while aiming for similar improvements in 

reusability [7]. Additionally, prior research has 

emphasized the significance of NLP in automating user 

story processing, mainly through models utilizing pre-

trained embeddings [23, 28]. This study aligns with 

these advancements by employing feature extraction 

and similarity measurements to identify reusable user 

stories, contributing to the ongoing development of 

NLP-driven requirements engineering. The proposed 

method improves user story reuse and can be integrated 

into agile workflows through backlog refinement, where 

similar past user stories are identified and suggested 

during requirement discussions [32]. However, 

adopting this approach in industry presents challenges, 

such as aligning with existing tools (e.g., Jira, Azure 

DevOps) and addressing variations in user story 

structuring across teams. Additionally, teams may 

require training to effectively utilize automated 

recommendations, and some stakeholders may be 

hesitant to rely on automation in requirement elicitation. 

Addressing these challenges will be crucial for the 

broader adoption of this approach. 
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5. Conclusions 

The main contribution of this study is the development 

and validation of an NLP-based approach for reusing 

user stories from application descriptions in software 

requirement elicitation to enhance cost and time 

efficiency in software development. The findings of this 

study confirm that reusing user stories based on feature 

extraction from application descriptions using Cosine 

similarity with an 80% threshold is an effective method 

for improving time and cost efficiency in software 

development. The proposed NLP-based approach, which 

employs POS tagging and similarity measurement, 

demonstrated its feasibility by achieving high precision 

(84%), recall (93%), and F1-score (86%) across three 

test projects. Specifically, the method achieved 

precision, recall, and F1-scores of 0.71, 0.99, and 0.79 

for Recycle; 0.95, 0.83, and 0.88 for Archive; and 0.88, 

0.98, and 0.92 for Alfred, confirming its alignment with 

system design requirements. These results validate the 

effectiveness of the Cosine similarity method in 

identifying and reusing user stories, making it a viable 

solution for improving efficiency in the software 

requirement elicitation process. 
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