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Abstract: Balancing the incoming data traffic across the servers is termed as Load balancing. In cloud computing, Load balancing means distributing loads across the cloud infrastructure. The performance of cloud computing depends on the different factors which include balancing the loads at the data center which increase the server utilization. Proper utilization of resources is termed as server utilization. The power consumption decreases with an increase in server utilization which in turn reduces the carbon footprint of the virtual machines at the data center. In this paper, the cost-aware ant colony optimization based load balancing model is proposed to minimize the execution time, response time and cost in a dynamic environment. This model enables to balance the load across the virtual machines in the data center and evaluate the overall performance with various load balancing models. As an average, the proposed model reduces carbon footprint by 45% than existing methods.
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1. Introduction

Cloud Computing is a buzzing technology in today’s internet world. Cloud enables flexible usage of data and resources. Cloud users can conveniently store and access data anytime anywhere. Its ubiquitous nature has resulted in the increasing number of users in this domain. As per National Institute of Standards and Technology, “Cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction” [15]. Cloud eases the feature of data sharing for the internet users. The availability and scalability feature of cloud has resulted in avoiding the investments of larger capital costs for companies thereby attracting the users in a large scale.

For the betterment of our environment, the idea of green computing has emerged. Green computing is a technique of efficiently utilizing Information Technology (IT) resources by applying better policies and algorithms. One of the important key concepts of green computing is virtualization [4]. Virtualization is generally referred as the abstraction of computing resources such as Central Processing Unit (CPU), memory, network, storage and database related applications and the clients utilizing the service provisioned by the cloud providers [11]. It enables multi-tenancy model by providing a scalable, shared resource platform for all tenants [27].

Besides the advantages of virtualization in cloud computing, one of the environmental issues is increase in carbon footprint. Carbon footprint is the amount of carbon dioxide emission in the environment. In context of cloud, this issue is faced due to inefficient usage of data center. The data center’s efficiency could be increased by applying appropriate load balancing algorithms. By balancing the workload across all the nodes of a cloud, overheating is reduced which in turn reduces the energy consumption [26]. As the energy consumption increases, carbon footprint increases. Therefore, by reducing the energy consumption, the aim of green computing is achieved [24].

In this paper, Ant Colony Optimization (ACO) based carbon aware load balancing model is proposed for improving the allocation of tasks to the virtual machines. This model also provides the comparison with various load balancing algorithms. The objective of the proposed work is

1. To reduce the processing time.
2. To lessen the response time.
3. To lower the cost.
4. To bring down the power consumption.
5. To minimize the carbon footprint.

The overall motivation is to optimize the approach of Load balancing in cloud computing. The load
balancing algorithms are analyzed under different service broker policies in order to provide better performance analysis.

This paper is organized as follows: section 2 shows some of the existing load balancing algorithms, section 3 discusses the proposed ACO based carbon aware load balancing model and its overall design, section 4 deals with the real time implementation and results and section 6 presents the conclusion.

2. Literature Survey

Naqvi et al. [17] has proposed a bio-inspired algorithm called Ant Colony optimization for load balancing. The ant colony optimization algorithm is the swarm based genetic algorithm [16]. It works on the mechanism of real ants using pheromones in order to explore its path. In the same way, the allocation path of the cloudlets is identified based on the minimal path cost in a probabilistic manner.

Subalakshmi and Malarvizhi [23] suggested the algorithm called Equally Spread current execution load Algorithm. The Equally Spread current execution load algorithm balances the load across the virtual machines. It maintains the index table that contains the number of requests and currently allocated virtual machines. When a new request arises, the least loaded virtual machine is identified by referring to the index table. If there is more than one least loaded virtual machine, then the first identified virtual machine is chosen.

Kushwaha and Gupta [12] proposed the algorithm called Round-robin load balancing algorithm. The Round-robin load balancing algorithm uses the time quantum for the allocation of virtual machines. The first virtual machine is selected randomly and then further allocations are made in a circular manner based on the time quantum. The major drawback of this algorithm is that the task is made to wait for a long time in the queue if the virtual machine is not available thereby increasing the execution time.

Kashyap and Viradiya [8] suggested the genetic algorithm called Honey bee load balancing algorithm. The Honey bee algorithm is the bio-inspired algorithm based on the behavior of the honey bee. It keeps tracking the workload of each virtual machine. The task from the overloaded virtual machine is removed and is given higher priority so that it can be assigned to the next lightly loaded machines.

Nitika et al. [18] has implemented the algorithm called throttled load balancing algorithm. The throttled algorithm maintains the index table that contains the virtual machine and its state. When a new request arises it checks for the availability of the virtual machine by referring the index table. If all the virtual machines are active then the requests are queued until the virtual machine becomes available.

The proposed load balancing model is done with the FaceBook data set available from [3] and energy-aware simulator CloudAnalyst [28]. The CloudAnalyst is an extension of CloudSim toolkit with an additional Graphical User Interface which allows the user to configure the cloud environment in detail and also enables the user to experiment with the large scale cloud environment easily [2].

3. Proposed Method

The ACO based carbon aware model identifies a solution for efficient load balancing by considering factors such as processing time, response time to reduce carbon footprint in the cloud computing environment. The Proposed algorithm is based on genetic algorithm Ant colony optimization which uses path cost and threshold. The major components are

1. User Base.
2. Data center selector.
3. Virtual Machine (VM) selector and allocator.
4. Efficiency analyzer as shown in Figure 1.

3.1. UserBase

The User base is a collection of users grouped under a region. The chosen configuration includes 6 regions across the world [13]. A Single-user base may consist of thousands of users and each user, in turn, may request for thousands of tasks. The user bases generate traffic as in real time. The increasing number of users determines the efficiency of the simulation. The number of simultaneous users in each user base can be bundled as a single unit by grouping factor.

3.2. Data Center Selector

The data center Selector maps the data center with the traffic generating user base depending on the service broker policy. The service broker policies are the Closest Data Centre (CDC) and Optimize Response Time (ORT).

3.2.1. Closest Data Center (CDC)

The user bases are routed to the data center which has the minimum network latency irrespective of network bandwidth [19]. If there are two data centers under the same region proximity one of them are randomly chosen. This policy calls the data center selector to identify the closest data center. This default broker policy is advantageous in case of the requests are being processed by the data center within the same location.

3.2.2. Optimise Response Time (ORT)

This service broker policy uses the same methodology as the closest data center policy to select the data center as per the network latency [10]. In addition, it calculates the current response time and checks
whether the estimated response time is the same as that of the closest data center. Otherwise, the data center with the least response time or that within the closest proximity is chosen evenly with the occurrence ratio of 50:50.

### 3.3. VM Selector and Allocator

VM selector and allocator use the VM load balancer to allocate the cloudlets (user requested tasks) to the Virtual Machine. The existing load balancing policies in cloud analyst are Round-Robin, Equally Spread current execution load, Throttled, Honey bee, Ant colony optimization.

#### 3.3.1. Cost-aware ACO Based Model for Load Balancing

The proposed Cost aware Ant Colony Optimization (CACO) algorithm uses the approach of swarm-based Ant colony optimization algorithm as shown in Code Algorithm 1. This algorithm reduces the power consumption thereby minimizing the outage probability and the performance is depicted in Figure 7. Ants deposit a type of biochemical substance known as a pheromone in order to explore its path. Similarly, ants are considered as cloudlets. Each cloudlet maintains the pheromones table in which path cost is updated. Initially, each cloudlet chooses the virtual machine randomly. The next available virtual machine is identified based on the score function and workload. After completing its tour, update the pheromones table. If all the cloudlets completed their trips then calculate the make span of the cloudlets and retain the optimal solution. If it reaches the maximum limit of iteration then stops the iteration and yield the best solution.

**Algorithm 1: Cost aware Ant Colony Optimization (CACO) Load Balancing Algorithm**

**Input:** List of ants and VM’s  
**Output:** Allocation of ants to the VM’s  
**Steps:**  
1. Initialize VM’s state and count  
2. Initialize Pheromones table  
3. Set the upper and lower threshold values  
4. Initialize under Loaded and Over Loaded queues  
5. Get next AvailableVM()  
   
   Position each ant in a virtual machine randomly  
   
   While (every ant has not built a solution) do  
   
   For each ant do  
   
   Choose VM for next task by:  
   
   Min (Path cost+ ((Max BW-current BW)/Max BW) + VM cost+ Memory Cost)  
   
   If chosen VM is overloaded then choose the VM from the underloaded Queue  
   
   Update the count of ants assigned to the chosen VM  
   
   Initialize under Loaded and Over Loaded queues  

   End for

   **End while**

   **Update the pheromone**

4. **Experimental Results and Discussions**

The purpose of our model is to reduce the carbon footprint by efficiently allocating the tasks to the virtual machines by using different service broker policies. Social networking media connect people across the world in the online platform. It is one of the largest internet applications that can be satisfied via cloud computing. FaceBook is one such social media application with a large population of users. As of 30 June 2017, FaceBook has 1.97 million users across various geographic locations as shown in Table 1. In our experimental model, we have used CloudAnalyst tool for the simulation to analyze the characteristics of FaceBook application in the cloud environment.
Table 1. FaceBook subscribers’ statistics as of June 30, 2017 (internetworldstats, 2018).

<table>
<thead>
<tr>
<th>World Regions</th>
<th>FaceBook 30 June 2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>Africa</td>
<td>160,207,000</td>
</tr>
<tr>
<td>Asia</td>
<td>736,003,000</td>
</tr>
<tr>
<td>Europe</td>
<td>343,273,740</td>
</tr>
<tr>
<td>Latin America/Caribbean</td>
<td>370,975,340</td>
</tr>
<tr>
<td>Middle East</td>
<td>86,700,000</td>
</tr>
<tr>
<td>North America</td>
<td>263,081,200</td>
</tr>
<tr>
<td>Oceania/Australia</td>
<td>19,463,250</td>
</tr>
<tr>
<td>World Total</td>
<td>1,979,703,530</td>
</tr>
</tbody>
</table>

4.1. Experimental Setup

We have chosen six user bases to indicate the various geographic locations as shown in Table 2. For the ease of simulation, we have chosen 1/10th of FaceBook’s population. The peak utilization time is assumed to be at night for about 2 hours which is considered as the time zone. It is also assumed that 1% of users are using the platform simultaneously during the peak hours and a single tenth of them are using the platform simultaneously during the off-peak hours. The CloudAnalyst tool enables various parameters as input as mentioned in Table 3.

Table 2. User configurations used in the experiments.

<table>
<thead>
<tr>
<th>User Base</th>
<th>Region</th>
<th>Peak Hours (GMT)</th>
<th>Simultaneous Online Users During Peak Hours</th>
<th>Simultaneous Online Users During Off-peak Hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>N. America</td>
<td>0</td>
<td>13:00–15:00</td>
<td>2630812</td>
<td>263081</td>
</tr>
<tr>
<td>S. America</td>
<td>1</td>
<td>15:00–17:00</td>
<td>3709753</td>
<td>370975</td>
</tr>
<tr>
<td>Europe</td>
<td>2</td>
<td>20:00–2:00</td>
<td>3432737</td>
<td>343273</td>
</tr>
<tr>
<td>Asia</td>
<td>3</td>
<td>01:00–3:00</td>
<td>7360030</td>
<td>736003</td>
</tr>
<tr>
<td>Africa</td>
<td>4</td>
<td>21:00–23:00</td>
<td>1602070</td>
<td>160207</td>
</tr>
<tr>
<td>Oceania/Australia</td>
<td>5</td>
<td>09:00–11:00</td>
<td>194632</td>
<td>194632</td>
</tr>
</tbody>
</table>

Table 3. Data centre parameter values used in the experiments.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values assigned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Virtual Machine (VM)</td>
<td></td>
</tr>
<tr>
<td>Number of VMs</td>
<td>Based on the Scenario</td>
</tr>
<tr>
<td>Image size</td>
<td>10,000</td>
</tr>
<tr>
<td>Memory</td>
<td>512 MB</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>1000 MB</td>
</tr>
<tr>
<td>Region</td>
<td>Based on the scenario</td>
</tr>
<tr>
<td>Architecture</td>
<td>x86</td>
</tr>
<tr>
<td>Operating system</td>
<td>Linux</td>
</tr>
<tr>
<td>Virtual Machine Monitor (VMM)</td>
<td>Xen</td>
</tr>
<tr>
<td>Memory per machine</td>
<td>4 GB</td>
</tr>
<tr>
<td>Storage per machine</td>
<td>100 TB</td>
</tr>
<tr>
<td>Available bandwidth per machine</td>
<td>1000000 MB</td>
</tr>
<tr>
<td>Number of processors</td>
<td>4</td>
</tr>
<tr>
<td>Processor Speed</td>
<td>10000 MB</td>
</tr>
<tr>
<td>VM Policy</td>
<td>Time shared</td>
</tr>
<tr>
<td>Data centre</td>
<td></td>
</tr>
<tr>
<td>User grouping factor in user bases</td>
<td>10000</td>
</tr>
<tr>
<td>Request grouping factor in data centres</td>
<td>1000</td>
</tr>
<tr>
<td>Executable instruction length</td>
<td>250</td>
</tr>
</tbody>
</table>

4.1.1. Simulation Scenarios

We have used Cloud Analyst simulation tool to analyze the performance of the FaceBook application in cloud environment under two service broker policies:

1. Closest Data Center (CDC).
2. Optimize Response Time (ORT) for six load balancing algorithms including ACO based carbon aware algorithm under different scenarios [14] as mentioned in Table 4.

Table 4. Scenarios chosen for simulation.

<table>
<thead>
<tr>
<th>Scenario ID</th>
<th>Scenario Configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>One data centre with 25 VMs, located at region 0</td>
</tr>
<tr>
<td>S2</td>
<td>Two data centres with 25 VMs each, located at region 0 and respectively.</td>
</tr>
<tr>
<td>S3</td>
<td>Two data centres with 25,50 VMs, located at region 0 and 2 respectively.</td>
</tr>
<tr>
<td>S4</td>
<td>Three data centres with 25,30, 50 VMs, located at three different regions 0, 2, and 1 respectively</td>
</tr>
</tbody>
</table>

In Scenario S1, simulation is executed with single data center with 25 VMs located in region 0. In the second scenario S2, two data centers are chosen with same count of VMs at different locations. In third scenario S3, two data centers are chosen with variable count of VMs at different geographical locations. In fourth scenario, three data centers with variable count of VMs are chosen at different geographical locations across the globe. The chosen algorithms along with the proposed one are simulated in all the four scenarios and their respective behaviors are analyzed.

4.2. Results

The Min, Max, and overall average values of processing time and response time are recorded for each scenario during the simulation for about 60 hours as shown in Tables 5 and 6 respectively. The existing algorithms such as Round Robin (RR), Equally Spread Current Execution Load (ESCE), Location Aware (LA), Honeybee (HB), ACO and the proposed CACO Algorithm are taken into consideration for analysis. The results are recorded for the factors including total cost and power consumed, energy consumed and carbon footprint which are tabulated in Tables 7, 8, 9, and 10 respectively.

4.2.1. Processing Time

Processing time is calculated based on the length of the tasks requested by users and the capacity of the virtual machines which are assigned to handle the respective tasks [21]. The processing time resulted from the algorithms are represented in milliseconds (ms). The graphical representation of processing time under various scenarios for CDC and ORT are shown in Figures 2 and 3 respectively.
a) S1: One data center with 25 VMs, located at region 0.

b) S2: Two data centers with 25 VMs each, located at region 0 and 2 respectively.

c) S3: Two data centers with 25, 50 VMs, located at region 0 and 2 respectively.

d) S4: Three data centers with 25, 30, 50 VMs, located at three different regions 0, 2, and 1 respectively.

Figure 2. Comparison of processing time (ms) under various scenarios (CDC).

a) S1: One data center with 25 VMs, located at region 0.

b) S2: Two data centers with 25 VMs each, located at region 0 and 2 respectively.

c) S3: Two data centers with 25, 50 VMs, located at region 0 and 2 respectively.

d) S4: Three data centers with 25, 30, 50 VMs, located at three different regions 0, 2, and 1 respectively.

Figure 3. Comparison of processing time (ms) under various scenarios (ORT).
4.2.2. Response Time

Response time is the time taken by the data center to receive requests from the user base. The response time resulted from the algorithms are represented in milliseconds (ms). The graphical representation of response time under various scenarios for CDC and ORT are shown in Figures 4 and 5 respectively.

a) S1: One data center with 25 VMs, located at region 0.

b) S2: Two data centers with 25 VMs each, located at region 0 and 2 respectively.

c) S3: Two data centers with 25, 50 VMs, located at region 0 and 2 respectively.

d) S4: Three data centers with 25, 30, 50 VMs, located at three different regions 0, 2, and 1 respectively.

Figure 4. Comparison of Response time (ms) under various scenarios (CDC).

a) S1: One data center with 25 VMs, located at region 0.

b) S2: Two data centers with 25 VMs each, located at region 0 and 2 respectively.

c) S3: Two data centers with 25, 50 VMs, located at region 0 and 2 respectively.

d) S4: Three data centers with 25, 30, 50 VMs, located at three different regions 0, 2, and 1 respectively.

Figure 5. Comparison of Response time (ms) under various scenarios (ORT).

From Tables 5 and 6, we can infer that the proposed CACO Algorithm gives better results in terms of processing time and response time respectively when compared to other existing algorithms other than ACO [5]. A quick look-over to the results revealed that, in general, the proposed CACO load balancing algorithm outperforms the other existing algorithms including ACO in scenario1 and scenario 2 with the CDC service broker policy as the overall processing time and the overall response time is comparatively better.
4.2.3. Total Cost

One of the most important parameters of cloud computing is cost. The total cost includes virtual machine migration cost and data transfer cost. During the simulation, the algorithms such as Round Robin, Equally Spread Current Execution Load, Location Aware, and Honeybee give the same results for Total cost as the cost is not included as a factor in these algorithms. The total cost of the algorithms is represented in dollars ($) as shown in Table 7. Hence, these algorithms are altogether referred to as “Others” in Tables 7, 8, 9, and 10. The graphical representation of Total Cost is mentioned in Figure 6.
Table 9. Comparative analysis of energy consumption.

<table>
<thead>
<tr>
<th>Service broker policy</th>
<th>Load balancing algorithms</th>
<th>Energy (kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Closest Data Centre (CDC)</td>
<td>ACO</td>
<td>635860.8</td>
</tr>
<tr>
<td></td>
<td>CACO</td>
<td>625733</td>
</tr>
<tr>
<td></td>
<td>Others</td>
<td>993957.6</td>
</tr>
<tr>
<td>Optimize Response Time (ORT)</td>
<td>ACO</td>
<td>636355.4</td>
</tr>
<tr>
<td></td>
<td>CACO</td>
<td>635682.6</td>
</tr>
<tr>
<td></td>
<td>Others</td>
<td>993957.6</td>
</tr>
</tbody>
</table>

Table 10. Comparative analysis of carbon footprint.

<table>
<thead>
<tr>
<th>Service broker policy</th>
<th>Load balancing algorithms</th>
<th>Carbon Footprint (tons)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Closest Data Centre (CDC)</td>
<td>ACO</td>
<td>457.8199</td>
</tr>
<tr>
<td></td>
<td>CACO</td>
<td>457.7278</td>
</tr>
<tr>
<td></td>
<td>Others</td>
<td>715.6495</td>
</tr>
<tr>
<td>Optimize Response Time (ORT)</td>
<td>ACO</td>
<td>458.1744</td>
</tr>
<tr>
<td></td>
<td>CACO</td>
<td>457.6915</td>
</tr>
<tr>
<td></td>
<td>Others</td>
<td>715.6495</td>
</tr>
</tbody>
</table>

4.2.4. Power and Energy Consumption

Power is the rate at which the user requests are satisfied by the data center. Thus, power consumption includes the total power consumed by all the data centers under various scenarios for different algorithms mentioned in Table 8. Power is represented in kilowatt (kW). The graphical representation of Power consumption is mentioned in Figure 7.

Figure 7. Comparison of Power (kW) under various scenarios.

Data center consumes a large amount of energy because of its high-performance components. Energy is one of the beneficiary factors in the management of data centers in the cloud [22]. Energy is represented in Kilowatt-hour (kWh) for the chosen scenarios represented in Table 9. The graphical representation of energy consumption is mentioned in Figure 8.

![Figure 8. Comparison of energy (kWh) under various scenarios.](image)

4.2.4. Carbon Footprint Reduction

Data center carbon footprint is the amount of carbon released into the atmosphere. By considering the social welfare into account, the CACO model has aimed at reducing the carbon footprint in the cloud environment. Reduction of power usage greatly contributes in reducing the carbon footprint [9]. It is assumed that 1000kWh of power consumption emits 0.72 tons of CO2 [13]. The carbon footprint analysis is represented in Table 10. Carbon footprint under various scenarios for CDC and ORT is graphically represented in Figure 9. The proposed Cost-aware ACO based load balancing model has been compared with other load balancing algorithms.

![Figure 9. Comparison of carbon footprint (tons) various scenario.](image)

In this paper the statistical t-test analysis of CACO carbon footprint datasets have performed for the service broker policies closed data center and optimised response time. The values of means are 392.30 and 395.61 respectively with the standard deviation of 18043.84 and 16394.71. The t-value is -0.06183 and p-value is 0.952. The result is significant since p > 0.05. Thus our model gives best result. The main focus of our work is to reduce the carbon footprint in cloud data center. In most of the scenarios, under both service broker policies, our proposed CACO model gives better results in terms of cost, power, energy and carbon footprint. Thus, by
managing the carbon footprint efficiently, our model contributes to the betterment and welfare of the environment.

5. Key Challenges
The key challenges faced while analysing and formulating the proposed work are

1. Geographical distribution of nodes across various data centers should consider delay in communication and network, the distance between the resources and users.
2. The algorithm should be designed with multiple nodes to avoid single point of failure.
3. The data load should be evenly distributed across the virtual machines thereby avoiding overloading of virtual machines.
4. Based on the users dynamic requirements the resources should be effectively utilized to minimize the response time in the heterogeneous environment.
5. High scalability, less complexity and efficient storage management helps in formulating efficient cloud system.

6. Conclusions and Future Work
In this paper, we have analyzed the effects of various load balancing algorithms and service broker policies under different scenarios in a large scale cloud environment. The existing algorithms namely, Round Robin, Equally Spread Current Execution Load, Location Aware and Honeybee and Ant Colony algorithms and the service broker policies such as closest data center and optimize response time are taken into consideration in order to analyze the performance of the proposed work. In order to accomplish our work, we have chosen CloudAnalyst simulation tool and FaceBook data set for configuration. The results are tabulated and it clearly revealed that the proposed CACO Algorithm performs better in scenario 1 and scenario 2 with the CDC service broker policy. As power consumption increases, carbon footprint also increases. Therefore, by reducing the power consumption we can reduce the carbon footprint which greatly benefits the environment. The proposed CACO algorithm reduces carbon footprint by 45%. Future work concentrates on finding more procedures to reduce the power consumption and also focus on the supply for data centers by renewable energy sources [1, 6]. Green cloud data centers powered by renewable energy sources should satisfy the highly dynamic user requirements. The proposed algorithm can be integrated with green cloud data centers thereby contributing towards greener, carbon free cloud environment [7, 20, 25].
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